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The Address plus Port (A+P) Approach to the | Pv4 Address Shortage
Abst r act

We are facing the exhaustion of the ANA | Pv4 free | P address pool
Unfortunately, IPv6 is not yet deployed w dely enough to fully
replace IPv4, and it is unrealistic to expect that this is going to
change before the depletion of |IPv4 addresses. Letting hosts

seam essly comunicate in an | Pv4 world wi thout assigning a unique
globally routable I Pv4 address to each of themis a challenging
probl em

Thi s docunent proposes an | Pv4 address sharing schene, treating sone
of the port number bits as part of an extended |Pv4 address (Address
plus Port, or A+P). Instead of assigning a single |IPv4 address to a
singl e customer device, we propose to extend the address field by
using bits fromthe port nunber range in the TCP/UDP header as
additional endpoint identifiers, thus |eaving a reduced range of
ports available to applications. This neans assigning the same |Pv4
address to multiple clients (e.g., Customer Prem ses Equi prent (CPE)
nobi | e phones), each with its assigned port range. 1In the face of

| Pv4 address exhaustion, the need for addresses is stronger than the
need to be able to address thousands of applications on a single

host. |f address translation is needed, the end-user should be in
control of the translation process -- not sone smart boxes in the
core.
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Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the I ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6346.

Copyri ght Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1

1

| ntroducti on

Thi s docunent describes a technique to deal with the immnent |Pv4
address space exhaustion. Many large Internet Service Providers
(ISPs) face the problemthat their networks’ customer edges are so
large that it will soon not be possible to provide each custoner with
a unique public I Pv4 address. Therefore, although undesirable,
address sharing, in the same nolds as NAT, is inevitable.

To all ow end-to-end connectivity between |Pv4-speaking applications,
we propose to extend the semantics of the | Pv4 address with bits from
the UDP/ TCP header. Assunming we could limt the applications’ port
addressing to any nunber of bits |ower than 16, we can increase the
ef fective size of an | Pv4 address by remmining additional bits of up
to 16. In this scenario, 1 to 65536 custoners could be multiplexed
on the sane | Pv4 address, while allowing thema fixed or dynam c
range of 1 to 65536 ports. Custoners could, for exanple, receive an
initial fixed port range, defined by the operator, and dynamically
request additional blocks, depending on their contract. W call this
"ext ended addressing" or "A+P' (Address plus Port) addressing. The
mai n advantage of A+P is that it preserves the Internet "end-to-end"
paradi gm by not requiring translation (at |east for some ports) of an
| P address.

1. Problenms with Carrier G ade NATs

Various fornms of NATs will be installed at different |evels and
places in the IPv4d Internet to achieve address conpression. This
docunent argues for nechani sns where this happens as close to the
edge of the network as possible, thereby m nimzing danage to the
End-to-End Principle and all owi ng end-custoners to retain contro

over the address and port translation. Therefore, it is essential to
create nechani sns to "bypass" NATs in the core, when applicable, and
keep the control at the end-user

Wth Carrier Gade NATs (CG\s) in the core of the network, the user
is trapped behi nd unchangeabl e application policies, and the

depl oyment of new applications is hindered by the need to inplenent
the correspondi ng Application Level Gateways (ALGs) on the CGNs.
This is the opposite of the "end-to-end" nodel of the Internet.

Wth the smarts at the edges, one can easily depl oy new applications
bet ween consenting endpoints by nerely tweaking the NATs at the
correspondi ng CPE, or even upgrading themto a new version that
supports a specific ALG
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Today’s NATs are typically mtigated by offering the custoners
limted control over them e.g., port forwarding, Universal Plug and
Play or the NAT Port Mappi ng Protocol (UPnP/NAT-PMP). However, this
is not expected to work with CGNs. CGN proposals -- other than
DS-Lite [ RFC6333] with A+P or the Port Control Protocol (PCP)

[PCP-BASE] -- admt that it is not expected that applications that
require specific port assignnent or port mapping fromthe NAT box
will keep working.

Anot her issue with CGNs is the trade-off between session state and
networ k placenent. The farther fromthe edge the CGN is placed, the
nore session state needs to be kept due to |l arger subscriber
aggregation and the nore disruption that occurs in the case of a
failure. In order to reduce the state, CGNs woul d end up sonewhere
closer to the edge. Thus, the CGN trades scalability for the anount
of state that needs to be kept, which nakes optimally placing a CGN a
hard engi neering probl em

In sonme depl oynent scenarios, a CGN can be seen as the single point
of failure, and therefore the availability of delivered services can
be i mpacted by a single CGN device. Means to ensure state
synchroni zati on and fail over would be required to allow for service
continuity whenever a failure occurs.

Intra-domai n paths nay not be optinmal for comunications between two
nodes connected to the sanme domai n depl oying CGNs; they may lead to
pat h stretches.
1.2. Requirenents Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].
2. Term nol ogy
Thi s docunent nakes use of the follow ng terns:
Public Realm This realmcontains only public routable |Pv4
addresses. Packets in this realmare forwarded based on the

destination | Pv4 address.

A+P Realm This real mcontains both public routable |Pv4 and A+P
addr esses.

A+P Packet: A regul ar |Pv4 packet is forwarded based on the
destination | Pv4d address and the TCP/ UDP port nunbers.
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3.

3.

Private Realm This real mcontains | Pv4 addresses that are not
globally routed. They may be taken fromthe [RFC1918] range.
However, this docunent does not make such an assunption. W
regard as private address space any |Pv4 address that needs to be
translated in order to gain global connectivity, irrespective of
whet her or not it falls in [RFC1918] space.

Port- Range Router (PRR): A device that forwards A+P packets.
Cust omer Prem ses Equi pnent (CPE): cable or DSL nodem

Provi der Edge (PE) Router: Custoner aggregation router.

Provi der Border Router (BR): Provider’'s edge to other providers.

Net work Core Routers (Core): Provider routers that are not at the
edges.

Desi gn Constrai nts and Functions

The probl em of address space shortage is first felt by providers with
a very large end-user customer base, such as broadband providers and
nobi |l e service providers. Though the cases and requirenents are
slightly different, they share many commonalities. |In the follow ng
text, we develop a set of overall design constraints for solutions
addressing the | Pv4 address shortage problem

1. Design Constraints
We regard several constraints as inportant for our design

1) End-to-end is under customer control: Customers shall have the
ability to deploy new application protocols at will. 1Pv4
address shortage should not be a license to break the Internet’s
end-to-end paradi gm

2) Backward conpatibility: Approaches should be transparent to
unaware users. Devices or existing applications should be able
to work without nodification. Energence of new applications
shoul d not be limted.

3) Hi ghly scalable and mininmal state core: Mninmal state should be
kept inside the I1SP's network. |If the operator is rolling out
A+P increnentally, it is understood there may be state in the
core in the non-A+P part of such a roll-out.
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4) Efficiency versus conplexity: Operators should have the
flexibility to trade off port multiplexing efficiency and
scal ability and end-to-end transparency.

5) " Doubl e- NAT" shoul d be avoided: Multiple gateway devices m ght be
present in a path, and once one has done sone translation, those
packets shoul d not be retransl ated.

6) Legal traceability: 1SPs nmust be able to provide the identity of
a custoner fromthe know edge of the |IPv4 public address and the
port. This should have as |ow an inpact as is reasonable on
storage by the ISP. W assune that NATs on custoner prenises do
not pose much of a problem while provider NATs need to keep
additional I ogs.

7) 1 Pv6 deploynent should be encouraged. NAT444 strongly biases the
users to the depl oyment of RFC 1918 addressing.

Constraint 5 is inportant: while nany techni ques have been depl oyed
to allow applications to work through a NAT, traversing cascaded NATs
is crucial if NATs are being deployed in the core of a provider

net wor k.

3.2. A+P Functions

The A+P architecture can be split into three distinct functions:
encaps/ decaps, NAT, and signaling.

Encaps/ decaps function: is used to forward port-restricted A+P
packets over internediate | egacy devices. The encapsul ation function
takes an | Pv4 packet, | ooks up the IP and TCP/ UDP headers, and puts
the packet into the appropriate tunnel. The state needed to perform
this action is conmparable to a forwarding table. The decapsul ation
devi ce SHOULD check if the source address and port of packets com ng
out of the tunnel are legitimte (e.g., see [BCP38]). Based on the
result of such a check, the packet MAY be forwarded untransl ated, NAY
be discarded, or MAY be NATed. In this docunent, we refer to a

devi ce that provides this encaps/decaps functionality as a Port-Range
Router (PRR).

Net wor k Address Translation (NAT) function: is used to connect |egacy
end- hosts. Unl ess upgraded, end-hosts or end-systens are not aware
of A+P restrictions and therefore assune a full | P address. The NAT
function performs any address or port translation, including
Application Level Gateways (ALGs) whenever required. The state that
has to be kept to inplenent this function is the mapping for which
external addresses and ports have been mapped to which interna
addresses and ports, just as in CPEs enbeddi ng NAT today. A subtle,
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but very inportant, difference should be noted here: the custoner has
control over the NATing process or mght choose to "bypass" the NAT.
If this is done, we call the NAT a Large-Scale NAT (LSN). However,

if the NAT does NOT allow the customer to control the translation
process, we call it a CGN

Signaling function: is used to all ow A+P-aware devices to get to know
whi ch ports are assigned to be passed through untranslated and what

wi || happen to packets outside the assigned port range (e.g., could
be NATed or discarded). Signaling may al so be used to learn the
encapsul ati on met hod and any endpoint information needed. In

addition, the signaling function nay be used to dynamically assign
the requested port range.

3.3. Overview of the A+P Sol uti on

As nentioned above, the core architectural elements of the A+P
solution are three separated and i ndependent functions: the NAT
function, the encaps/decaps function, and the signaling function

The NAT function is sinmlar to a NAT as we know it today: it perforns
a translation between two di fferent address realns. Wen the
external realmis public | Pv4 address space, we assume that the
translation is many-to-one, in order to multiplex many custoners on a
single public IPv4 address. The only difference with a traditiona
NAT (Figure 1) is that the translator mght only be able to use a
restricted range of ports when nmapping nultiple internal addresses
onto an external one, e.g., the external address real mmi ght be port-
restricted.

“internal -side" "ext ernal - si de"
oo +
i nternal | N | ext erna
address <---| A |---> address
real m | T | real m
+--m - - +

Figure 1. Traditional NAT

The encaps/decaps function, on the other hand, is the ability to
establish a tunnel with another endpoint providing the same function.
This inplies some formof signaling to establish a tunnel. Such
signaling can be viewed as integrated with DHCP or as a separate
service. Section 3.3.1 discusses the constraints of this signaling
function. The tunnel can be an IPv6 or |Pv4 encapsul ation, a |ayer-2
tunnel, or sone other formof softwire. Note that the presence of a
tunnel all ows unnodified, naive, or even | egacy devices between the
two endpoints.
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Two or nore devices that provide the encaps/decaps function are
i nked by tunnels to forman A+P subsystem The function of each
gateway is to encapsul ate and decapsul ate, respectively. Figure 2

depicts the sinplest possible A+P subsystem that is, two devices
provi di ng the encaps/decaps function

T +

Private | +---------- + tunnel H+---------- + | Public

address --|-| gateway |==========| gateway |-|-- address

realm | +---------- + L + | realm
o e m e e e e e e e e e e e e e e e m o +

A+P subsystem
Figure 2: A Sinple A+P Subsystem

Wthin an A+P subsystem the public address realmis extended by
using bits fromthe port nunber when forwardi ng packets. Each device
i s assigned one address fromthe external real mand a range of port
nunbers. Hence, devices that are part of an A+P subsystem can
conmuni cate with the public real mw thout the need for address
translation (i.e., preserving end-to-end packet integrity): an A+P
packet originated fromw thin the A+P subsystem can be sinply
forwarded over tunnels up to the endpoint, where it gets decapsul ated
and routed in the external realm

3.3.1. Signaling
The followi ng informati on needs to be available on all the gateways
in the A+P subsystem It is expected that there will be a signaling
protocol s such as [ PR- ADDR- ASSI GQ\], [ SHARED- ADDR- OPT],
[ PORT- RANGE- OPT], or [ PCP-BASE].
The information that needs to be shared is the foll ow ng:

o a set of public IPv4 addresses,

o for each IPv4 address, a starting point for the allocated port
range,

o the nunber of del egated ports,

o the optional key that enables partial or full preservation of
entropy in port randomi zation -- see [ PR ADDR- ASSI GV],

o the lifetime for each I Pv4 address and set of allocated ports,

o the tunneling technology to be used (e.g., "IPv6-encapsul ation"),
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o addresses of the tunnel endpoints (e.g., |IPv6 address of tunne
endpoi nts),

o whether or not NAT function is provided by the gateway,

o a device identification nunber and sone authenticati on nechani sns,
and

0 a version nunber and sone reserved bits for future use.

Note that the functions of encapsul ati on and decapsul ati on have been
separated fromthe NAT function. However, to accommodate | egacy
hosts, NATing is likely to be provided at sone point in the path;
therefore, the availability or absence of NATi ng MJST be comuni cated
in signaling, as A+P is agnostic about NAT pl acenent.

The port ranges can be allocated in two different ways:

o |f applications or end-hosts behind the CPE are not UPnPv2/
NAT- PMP- awar e, then the CPE SHOULD request ports via mechani sns,
e.g., as described in [ PR-ADDR- ASSI GN] and [ PORT- RANGE- OPT]. Note
that different port ranges can have different lifetines, and the
CPE is not entitled to use themafter they expire -- unless it
refreshes those ranges. It is up to the ISP to put nechanisns in
pl ace (to prevent denial-of-service attacks) that determ ne what
percentage of already all ocated port ranges shoul d be exhausted
before a CPE may request additional ranges, how often the CPE can
request additional ranges, and so on.

o |If applications behind the CPE are UPnPv2/ NAT- PMP- awar e,
addi ti onal ports MAY be requested through that nmechanism In this
case, the CPE should forward those requests to the LSN, and the
LSN should reply reporting if the requested ports are avail able or
not (and if they are not available, some alternatives should be
offered). Here again, to prevent potential denial-of-service
attacks, nechanisns should be in place to prevent UPnPv2/ NAT- PMP
packet stornms and fast port allocation. A detailed description of
this nechanism called PCP, is in [PCP-BASE].

VWat ever signaling nechanismis used inside the tunnels -- DHCP, IP
Control Protocol (I1PCP), or PCP based, synchronization between the
signaling server and PRR nust be established in both directions. For
exanple, if we use DHCP as the signaling nechanism the PRR nust
comuni cate to the DHCP server at least its |P range. The DHCP
server then starts to allocate | P addresses and port ranges to CPEs
and comuni cates back to the PRR which I P and port range have been
all ocated to which CPE, so the PRR knows to which tunnel to redirect
incomng traffic. |In addition, DHCP MJST al so comunicate lifetines
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of port ranges assigned to CPE via the PRR  DHCP server may be co-

| ocated with the PRR function to ease address managenent and also to
avoid the need to introduce a comunication protocol between the PRR
and DHCP

I f UPnPv2/ NAT-PMP is used as the dynanic port allocation nechani sm
the PRR nust al so communicate to the DHCP (or | PCP) server to avoid
those ports. The PRR must sonehow (e.g., using DHCP or |PCP options)
conmuni cate back to CPE that the allocation of ports was successful,
so CPE adds those ports to existing port ranges.

Not e that operation can be even sinplified if a fixed length of port
ranges is assigned to all custoners and no differentiation is

i mpl enent ed based on port-range length. In such case, the binding
tabl e maintai ned by the PRR can be dynami cally built upon the receipt
of a first packet froma port-restricted device.

3.3.2. Address Realm

Each gateway within the A+P subsystem manages a certain portion of
A+P address space; that is, a portion of |IPv4 space that is extended
by borrowing bits fromthe port nunber. This address space nay be a
single, port-restricted | Pv4 address. The gateway MAY use its
managed A+P address space for several purposes:

o Allocation of a sub-portion of the A+P address space to other
aut henti cated A+P gateways in the A+P subsystem (referred to as
del egation). W call the allocated sub-portion del egated address
space.

o Exchange of (untranslated) packets with the external address
realm For this to work, such packets MJST use a source address
and port bel onging to the non-del egated address space.

If the gateway is al so capable of perform ng the NAT function, it MAY
transl ate packets arriving on an internal interface that are outside
of its nanaged A+P address space into non-del egated address space.

Hence, a provider nmay have 'islands’ of A+P as they slowy depl oy
over tine. The provider does not have to replace CPE until they want
to provide the A+P function to an island of users or even to one
particul ar user in a sea of non-A+P users.

An A+P gateway ("A"), accepts incom ng connections from other A+P
gateways ("B"). Upon connection establishment (provided appropriate
aut hentication), B would "ask" A for del egation of an A+P address.
In turn, Awll informB about its public |IPv4 address and wl|
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del egate a portion of its port range to B. In addition, Awll also
negoti ate the encaps/decaps function with B (e.g., let B know the
address of the decaps device at the endpoint of the tunnel).

This could be inmplenented, for exanple, via a NAT-PMP- or DHCP-1like
solution. In general, the following rule applies: a sub-portion of
the managed A+P address space is del egated as |ong as devi ces bel ow
ask for it; otherwise, private IPv4 is provided to support |egacy
host s.

The foll owi ng exanpl es use an | Pv4 address fromthe bl ocks reserved
for docunentation as defined in [ RFC5737].

private oo - + Homm - + public
address --- | B | ::::::::::l A | .- | nt er net
realm +omm o + Foee e +

Addr ess space real mof A:
public IPv4 address = 192.0.2.1
port range = 0-65535

Addr ess space real mof B:
public IPv4 address = 192.0.2.1
port range = 2560-3071

Figure 3. Configuration Exanple

Figure 3 illustrates a sanple configuration. Note that A night
actually consist of three different devices: one that handles
signaling requests fromB; one that perforns encapsul ati on and
decapsul ation; and, if provided, one device that perforns the NATi ng
function (e.g., an LSN). Packet forwarding is assumed to be as
follows: in the "outbound" case, a packet arrives fromthe private
address realmto B. As stated above, B has two options: it can
either apply or not apply the NAT function. The decision depends
upon the specific configuration and/or the capabilities of A and B

Note that NAT functionality is required to support |egacy hosts;
however, this can be done at either of the two devices A or B. The
term "NAT" refers to translating the packet into the managed A+P
address (B has address 192.0.2.1 and ports 2560-3071 in the exanple
above). We then have two options:

1) B NATs the packet. The translated packet is then tunneled to A
A recogni zes that the packet has al ready been transl ated because
the source address and port match the del egated space. A
decapsul ates the packet and releases it in the public Internet.
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2) B does not NAT the packet. The untranslated packet is then
tunneled to A. A recogni zes that the packet has not been
translated, so A forwards the packet to a co-located NATi ng
devi ce, which translates the packet and routes it in the public
Internet. This device, e.g., an LSN, has to store the mapping
bet ween the source port used to NAT and the tunnel where the
packet came from in order to correctly route the reply. Note
that A cannot use a port nunber fromthe range that has been
del egated to B. As a consequence, A has to assign a part of its
non- del egat ed address space to the NATing function

"I nbound" packets are handled in the follow ng way: a packet fromthe
public realmarrives at A. A analyzes the destination port nunber to
under st and whether or not the packet needs to be NATed.

1) |If the destination port number belongs to the range that A
del egated to B, then A tunnels the packet to B. B NATs the
packet using its stored mapping and forwards the transl ated
packet to the private domain.

2) If the destination port nunber is fromthe address space of the
LSN, then A passes the packet on to the co-located LSN, which
uses its stored mapping to NAT the packet into the private
address realmof B. The appropriate tunnel is stored as well in
the mapping of the initial NAT. The LSN then encapsul ates the
packet to B, which decapsulates it and normally routes it within
its private realm

3) Finally, if the destination port nunmber falls in neither a
del egated range nor the address range of the LSN, A discards the
packet. |f the packet is passed to the LSN, but no nappi ng can
be found, the LSN discards the packet.

nserve that A nust be able to receive all |Pv4 packets destined to
the public 1 Pv4 address (192.0.2.1 in the exanple), so that it can
nmake routing decisions according to the port nunber. On the other
hand, B receives |Pv4 packets destined to the public |Pv4 address
only via the established tunnel with A. In other words, B uses the
public I Pv4 address just for translation purposes, but it is not used
to nmake routing decisions. This allows us to keep the routing logic
at B as sinple as described above, while enabling sean ess

conmuni cati on between A+P devices sharing the sane public |Pv4
address.
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private +--- - + +--- - + public
address --- | B | ::::::::::l A | S | nt er net
realm1l +-am - + Fomem s +

|
private F--m o + |
address --- | C | —===========/
realm 2 oo o +

Addr ess space real mof A
public I Pv4 address = 192.0.2.1
port range = 0-65535

Addr ess space real mof B:
public I Pv4 address = 192.0.2.1
port range = 2560-3071

Addr ess space realmof C
public IPv4 address = 192.0.2.1
port range = 0-2559

Figure 4: Hi erarchical A+P

Consi der the exanple shown in Figure 4. Here, both B and C use the
encaps/ decaps function to establish a tunnel with A and they are
assigned the sane public IPv4 address with different, non-overl apping
port ranges. Assune that a host in B's private real msends a packet
destined to address 192.0.2.1 and port 2000, and that B has been
instructed to NAT all packets destined to 192.0.2.1. Under these
assunptions, B receives the packet and NATs it using its own public

| Pv4 address (192.0.2.1) and a port selected fromits configured port
range (e.g., 3000). B then tunnels the translated packet to A. Wen
A receives the packet via the tunnel, it |ooks at the destination
address and port, recognizes C s del egated range, and then tunnels
the packet to C. Cbserve that, apart fromstripping the tunne
header, A handles the packet as if it came fromthe public Internet.
When C receives the packet, it NATs the destination address into one
address chosen fromits private address realm while keeping the
source address (192.0.2.1) and port (3000) untranslated. Return
traffic is handl ed the same way. Such a mechanismall ows hosts
behi nd A+P devi ces to comruni cate seam essly even when they share the
same public |IPv4 address.

Pl ease refer to Section 4 for a discussion of an alternative A+P

nmechani smthat does not incur path-stretch penalties for intra-donmain
conmuni cati on.
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3.3.3. Reasons for Allowing Miltiple A+P Gat eways

Si nce each device in an A+P subsystem provi des the encaps/ decaps
function, new devices can establish tunnels and become in turn part
of an A+P subsystem As noted above, being part of an A+P subsystem
inplies the capability of talking to the external address realm

wi thout any translation. |In particular, as described in the previous
section, a device X in an A+P subsystem can be reached fromthe
external domain by sinply using the public I Pv4 address and a port
that has been delegated to X. Figure 5 shows an exanple where three
devices are connected in a chain. In other words, A+P signaling can
be used to extend end-to-end connectivity to the devices that are in
an A+P subsystem This all ows A+P-aware applications (or OSes)
runni ng on end-hosts to enter an A+P subsystem and expl oit

untransl ated connectivity.

There are two nodes for end-hosts to gain fine-grained control of
end-to-end connectivity. The first is where actual end-hosts perform
the NAT function and the encaps/decaps function that is required to
join the A+P subsystem This option works in a simlar way to the
NAT-i n-the-host trick enployed by virtualization software such as
VMnar e, where the guest operating systemis connected via a NAT to
the host operating system The second node is when applications
aut onomously ask for an A+P address and use it to join the A+P
subsystem This capability is necessary for sonme applications that
require end-to-end connectivity (e.g., applications that need to be
contacted from outside).

internal | gateway | | gateway | | gateway | external
realm --| 1 | ======| 2 | ======| 3 |-- realm

Figure 5: An A+P Subsystemw th Miltiple Devices

What ever the reasons mght be, the Internet was built on a paradi gm
that end-to-end connectivity is inmportant. A+P nmakes this stil
possible in a time where address shortage forces I SPs to use NATs at
various levels. |In that sense, A+P can be regarded as a way to
bypass NATs.
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+---+ (cust oner 2)
| A+P] -. +-- -+
+---+ \ NAT| A+P| - .

\ +---+ |

\ | forward if in range
oo+ \+---+ +-- -+ /
| A+P] ------ | A+P] ----| A+P] - - - -
+o--+ [+---+ +---+ \

/ NAT i f necessary

/ (custl) (prov. (e.g., provider NAT)
+---+ router)
| A+P] -’
+-- -+

Figure 6: A Conpl ex A+P Subsystem

Figure 6 depicts a conpl ex scenario, where the A+P subsystemis
conposed of nultiple devices organized in a hierarchy. Each A+P

gat eway decapsul ates the packet and then re-encapsulates it again to
the next tunnel

A packet can be NATed either when it enters the A+P subsystem at

i nternedi ate devices, or when it exits the A+P subsystem This could
be, for exanple, a gateway installed within the provider’s network,
together with an LSN. Then, each custoner operates its own CPE
However, behind the CPE, applications mght also be A+P-aware and run
their own A+P-gateways; this enables themto have end-to-end
connectivity.

One limtation applies when "del ayed translation” is used (e.g.
translation at the LSN instead of the CPE). |If devices using
"del ayed translation" want to talk to each other, they SHOULD use A+P
addresses or out-of-band addressing.

3.3.4. Overall A+P Architecture

A+P architecture

| Pv4 Ful | - A+P AFTR CGN
| | |
<-- Full IPv4 ---- Port range ---- Port range ---- Provider --->
al | ocated & dynam ¢ & LSN NAT ONLY
al l ocation (NAT on CPE (No nechani snm
(no NAT) (NAT on CPE) and on LSN) for customer to
bypass CG\)

Figure 7: A+P Overall Architecture
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3.

4.

The A+P architecture defines various deploynent options within an

| SP. Figure 7 shows the spectrum of deploynment options. On the far
left is the cormmon depl oyment method for broadband subscribers today,
an | Pv4 address unrestricted with full port range. Full-A+P refers
to a port-range allocation fromthe ISP. The customer nust operate
an A+P-aware CPE device, and no NATing functionality is provided by
the 1SP. The Address Fanily Transition Router (AFTR), such as
DS-Lite [RFC6333], is a hybrid. There is NAT present in the core (in
this docunment, referred to as LSN), but the user has the option to
"bypass" that NAT in one formor an other, for exanple, via A+P,

NAT- PMP, etc. Finally, a service provider that only depl oys CGN wi ||
place a NAT in the provider’'s core and does not allow the customer to
"bypass" the translation process or nodify ALGs on the NAT. The
customer is provider-locked. Notice that all options (besides ful

| Pv4) require sone form of tunneling nechanism(e.g., 4in6) and a

si gnal i ng mechani sm (see Section 3.3.1).

A+P Experinents

There are inmplementations of A+P as well as docunmented experinents.
France Tel ecom di d experinments that are described in

[ A+P- EXPERI MENTS]. As seen in that experiment, nost tested
applications are unaffected. There are problens with torrent
protocol and applications, as the listening port is out of A+P port
range and sonme UPnP may be required to nake it work with A+P.

Problems with BitTorrent have al ready been experienced in the wild by
users trapped behind a non-UPnP-capabl e CPE. The current workar ound

for the end-user is to statically map ports, which can be done in the
A+P scenario as well.

BitTorrent tests and experinents in shared |P and port-range
environnents are well described in [BlI TTORRENT- ADDR- SHARI NG .

Concl usions in that docurment tell us that two limtations were
experienced. The first occurred when two clients sharing the sane IP
address tried to simultaneously retrieve the SAME file located in a
SINGLE renpte peer. The second linmitation occurred when a client
tried to download a file |ocated on several seeders, when those
seeders shared the sane | P address. Mitual file sharing between
hosts having the same | P address has been checked. Indeed, nachines
havi ng the sane | P address can share files with no alteration
conpared to current |IP architectures.

Wor ki ng i npl enent ati ons of A+P can be found in

0 Internet Systens Consortium AFTR
(http://ww.isc.org/software/aftr),
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o FT Orange opensource A+P (http://opensourceapl usp. weebly. conl)
devel oped by Xi aoyu Zhao, Xi aohong Deng, Tao Zheng, and

0 4rd (1Pv4 Residual Deploynent) from i pinfusion.com which is
stat el ess A+P.

4. Statel ess A+P Mappi ng Function
4.1. Statel ess A+P Mappi ng (SMAP) Gateway Function Description

SMAP stands for Statel ess A+P Mapping. This function is responsible
for, in a statel ess schene, encapsul ating |Pv4 packets in |IPv6 ones
as well as decapsul ating | Pv4 packets from|Pv6 ones. An SVAP
function may be hosted in a PRR, end-user device, etc.

As nentioned in Section 4.1 of [RFC6052], the suffix part nmay encl ose
the port.

The Statel ess A+P Mappi ng (SMAP) gateway consists in two basic
functions as described in Figure 8.

1. SMAP encapsul ates an | Pv4 packet, destined to a shared |Pv4
address, in an IPv6 one. The IPv6 source address is constructed
using an | Pv4-enbedded | Pv6 address [ RFC6052] fromthe |Pv4
source address and port nunber plus the IPv6 prefix that has been
provi sioned to the node performng the SMAP function. The
destination | Pv6 address is constructed using the shared |Pv4
destinati on address and port number plus the IPv6 prefix that has
been provisioned to the SMAP function and that is dedicated to
| Pv4 destination addresses.

2. SMAP extracts |IPv4 incom ng packets fromI|Pv6 inconm ng ones that
have | Pv6 source addresses belonging to the prefix of the node
perform ng the SMAP function. Extracted |Pv4 packets are then
forwarded to the point identified by the |IPv4 destination address
and port numnber.
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oo +
| |- --1PV6---\
oI PVA- -\ | | ----1Pva---\\
----------- /] TR
| [ESEEEEREETE /
| SMAP |
| | /--1PV6-----
[---1Pva----| | //---1Pvd----
Vemmeemee s | A R —
| | N
o e aaaa +

Figure 8: Statel ess A+P Mappi ng Gat eway Function

An SMAP- enabl ed node will performthe statel ess 6/4 mapping function
for all public shared | Pv4 addresses for which it was designated as a
statel ess 6/4 mappi ng gateway.

To performthe statel ess 6/4 mapping function, an SMAP gateway must:

0 be provided with an IPv6 prefix (i.e., Pref6). The SMAP gat eway
uses this prefix to construct |IPv6 source addresses for all 1Pv4
shared addresses for which it was designated as an SMAP gat eway.
The 1 Pv6 prefix may be provisioned statically or dynamically
(e.g., DHCP).

o be able to know the I Pv6 prefix of the node serving as another
SMAP gateway for |Pv4 destination addresses. This prefix may be
known in various ways:

* Default or Well-Known Prefix (i.e., 64:ff9b::/96) that was
provi sioned statically or dynamically;

* Retained at the reception of incomng |IPv4-in-1Pv6 encapsul ated
packets;

*  Discovered at the start of communi cation, thanks to mechani sns
such as DNS resol ution, for exanple.

VWen t he SMAP-enabl ed node receives | Pv4 packets with | Pv4 source
addresses for which it was not designated as an smap gateway, it wll
not performstateless 6/4 napping function for those packets. Those
packets will be handled in a classical way (i.e., forwarded, dropped,
or locally processed).
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When t he SMAP-enabl ed node receives | Pv6 packets with | Pv6 addresses
that do not match with its IPv6 prefix, it will not performthe
statel ess 6/4 mapping function for those packets. Those packets wll
be handled in a classical way (i.e., forwarded, dropped, or locally
processed).

4.2. I nplenentation Mde

In this configuration, the node A performs the statel ess napping
function on the received IPv4 traffic (encapsulated in | Pv6 packets)
before forwarding to the node B. The node B perforns the stateless
mappi ng function on the received IPv6 traffic (extracting |Pv4d
packets) before forwarding the IPv4 traffic to the destination
identified by the | Pv4 destination address and port nunber. In the
opposite direction, and as previously, the node B perforns the
statel ess mapping function on the received IPv4 traffic
(encapsulating in I Pv6 packets) before forwarding to the node A The
node A perforns the statel ess mapping function on the received | Pv6
traffic (extracting | Pv4 packets) before forwarding the IPv4 traffic
to the point identified by the | Pv4 destination address and port
nunber. In this case, only IPv6 traffic is managed in the network
segnment between the nodes A and B

Ho- - - - + Ho- - - - +

| |----1PV6---\ | |
----1Pv4---\| | ----1Pv4---\\| | ----1Pv4---\
----------- /] | -----------/1T] [ -----------/

| EEREEEEEEE I |

| SMAP | | SMAP |

| | /----1Pv6---| |
[---1Pvd----| [ //---1Pv4----| |/---1Pva4----
L | [\ \--mmemeem e | [\----mem -

| | \--mmee--- | |

[ + [ +

node A node B

Figure 9

Several deploynent scenarios of the SMAP function nmay be envisaged in
the context of port-range-based sol utions:

0o An SMAP function is enbedded in a port-restricted device. O her
SMAP- enabl ed nodes are depl oyed in the boundaries between | Pv6-
enabl ed real ns and | Pv4 ones. This scenario may be depl oyed
particularly for intra-domain communications so as to interconnect
het er ogeneous realns (i.e., IPv6/I1Pv4d) within the sane Aut ononous
System (AS).
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0o An SMAP function is enbedded in a port-restricted device. O her
SMAP- enabl ed nodes are depl oyed in the interconnection segnent
(with adjacent |Pv4-only ones) of a given AS. This depl oynent
scenario is nore suitable for service providers targeting the
depl oyment of IPv6 since it eases the mgration to full IPv6.
Core nodes are not required to continue to activate both I1Pv4 and
| Pv6 transfer capabilities.

O her considerations regarding the interconnection of SMAP-enabl ed
domai ns shoul d be el aborated. The follow ng provides a non-
exhaustive list of interconnection schemes.

o The interconnection of two domai ns inplenenting the SMAP function
may be deployed via IPv4 Internet (Figure 10): this neans that
| Pv4 packets encapsulated in | Pv6 packets are transferred using
| Pv6 until reaching the first SMAP-enabl ed node. Then, these
packets are decapsul ated and are forwarded using | Pv4 transfer
capabilities. A renote SMAP-enabl ed node will receive those
packets and proceed to an |IPv4-in-1Pv6 encapsul ation. These
packets are then routed normally until reaching the port-
restricted devices that decapsul ate the packets.

S R, + S R, + Fomm e + S R, + S R, +
| |--1PvB--\ | | | |---1PvB--\ | |
| | --1Pv4--\\| |---]-1Pv4---|--\] | ---1Pv4--\\|

| EEEEEEEE /1] R Rt |-~/ EEEREEEES /1] |
| EEEEEEEE I | linternet] | EEEREEEES I |
| SMAP | | SMAP | | 1Pvd | | SMAP | | SMVAP
| | /--1Pv6--| | | | /---1PV6--| |
| | //--1Pv4--| [ /--]-1Pv4---]---] | //--1Pv4---|

| ANEEEEETEE | ACEIEEETREES | ---1 ANEEEEETREE | |
| | - | | | |\ | |
R + R + N + R + R +
Sour ce node A node B Desti nati on

Figure 10: Interconnection Scenario 1

0 A second scheme is to use |Pv6 to interconnect two real ns that
i mpl ement the SMAP function (Figure 11). An IPv6 prefix (i.e.
Pref 6) assigned by I1ANA is used for this service. |f appropriate
routing configurations have been enforced, then the | Pv6-
encapsul at ed packets will be routed until the final destination
In order to inplenment this nodel, IPv4-inferred | Pv6 prefixes are
required to be injected in the IPv6 inter-donmain routing tables.
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Fomm o + Fom ek + Fomm o +
| | | | |
| |----1Pv6----- |----1Pv6----|----1Pv6----\ |

| | ----1Pv4----- [ === | ----1Pv4----\\| |
| EEEEEEEEEEEEE EEEREEEEEEEE EEEREEEEEEEE 1] |
| EEREEEEEEEEEE S |- /| |
| SMAP | | Internet v6| | SMAP |
| | /----- I PvG--]|------------ [ ----- | Pv6----- | |
| [/]---1Pv4---a]mmmmmmmem - - - [------- | Pvd- - - | |
| ANEEEEEEEEEES EEEEEEEEEEES EERREEEEEEEEEE | |
| [ASEEEEEEEEEE EEEREEEEEEEE EEEEEEEEEEEEEE | |
| | | | | |
Fomm o + Fom ek + Fomm o +
Sour ce Desti nati on

Figure 11: Interconnection Scenario 2
4.3. Towards |Pv6-Only Networks

The depl oynent of the SMAP function allows for snpboth mgration of
networks to an I Pv6-only scheme while maintaining the delivery of

| Pv4 connectivity services to custonmers. The delivery of |Pv4
connectivity services over an | Pv6-only network does not require any
stateful function to be deployed on the core network. Owning to this
A+P node, both the IPv4 service continuity and the migration to an

| Pv6-only depl oynent nodel are facilitated.

4.4. PRR On Statel ess and Bi ndi ng Tabl e Mbdes

The SMAP section (Section 4) discusses two nodes: the binding and the
statel ess nodes. Dynanic port allocation is not a feature of the
statel ess node, but it is supported in the binding node. 1In the

bi ndi ng node, distinct external |Pv4 addresses may be used, but this
is not recomended.

o Statel ess Mde

Conpl ete statel ess mapping inplies that the I Pv4 address and the
significant bits coding the port range are reflected inside the

| Pv6 prefix assigned to the port-restricted device. This can be
achi eved either by enbedding the full IPv4 address and the
significant bits in the IPv6 prefix or by applying an algorithmc
approach. Two alternatives are offered when such a statel ess
mapping i s to be enabl ed:

- use the IPv6 prefix already used for native IPv6 traffic, or
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Bus

- provide two prefixes to the port-restricted device: one for the
native IPv6 traffic and one for the IPv4 traffic.

Not e t hat:

- Providing two | Pv6 prefixes has the advantages of allowi ng a
/64 prefix for the port-restricted device along with another
prefix (e.g., a /56 or /64) for native IPv6 traffic. This
alternative allows the service provider to relate the native
| Pv6 traffic addressing plan to the | Pv4 addressing plan. The
drawback is having to allocate two prefixes to each port-
restricted device and to route them |In addition, an address
sel ection issue may be encountered.

- Providing one prefix for both needs (e.g., a /56 or a /64)
all ows the service provider to handle two types of IPv6 prefix
for the port-restricted device and in routing tables. But the
drawback is that it strongly links the | Pv4d addressing plan to
the allocated I Pv6 prefixes.

As nentioned in Section 4.1 of [RFC6052], the suffix part nmay
encl ose the port.

o Binding Tabl e Mde

Anot her alternative is to assign a "normal" |Pv6 prefix to the
port-restricted device and to use a binding table, which can be
hosted by a service node to correlate the (shared |IPv4 address,
port range) with an I Pv6 address part of the assigned IPv6 prefix.
For scalability reasons, this table should be instantiated within
PRR- enabl ed nodes that are close to the port-restricted devices.
The nunber of required entries if hosted at the interconnection
segnment woul d be equal to the anmount of subscribed users (one per
port-restricted device).

General Recomrendati ons on SMAP
If a Statel ess A+P Mappi ng (SMAP) type of inplenentation is depl oyed
over internedi ate | Pv6-only-capable devices, it is recommended that
default routes are configured, and the IPv4 routing table is not
"l eaked" into the I1Pv6 routing table in terns of having reachability
for the packets going towards the Internet.

One of the stateless A+P variants is 4rd [4rd].
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5. Depl oynment Scenari os
5.1. A+P Depl oynent Model s
5.1.1. A+P for Broadband Providers

Sone | arge broadband providers will not have enough public |Pv4
address space to provide every custoner with a single |IP address.
The natural solution is sharing a single |IP address anpng nany
customers. Miltiplexing custoners is usually acconplished by
allocating different port nunbers to different custoners sonewhere
within the network of the provider

It is expected that, when the provider wishes to enable A+P for a
customer or a range of custoners, the CPE can be upgraded or repl aced
to support A+P encaps/decaps functionality. Ideally, the CPE al so
provi des NATing functionality. Further, it is expected that at |east
anot her conponent in the ISP network provides the correspondi ng A+P
functionality, and hence is able to establish an A+P subsystemwi th
the CPE. This device is referred to as an A+P router or Port-Range
Router (PRR), and could be located close to PE routers. The core of
the network MJST support the tunneling protocol (which SHOULD be

| Pv6, as per Constraint 7) but MAY be another tunneling technol ogy
when necessary. |In addition, we do not wish to restrict any
initiative of custonmers who m ght want to run an A+P-capabl e network
on or behind their CPE. To satisfy both Constraints 1 and 2,
unnodi fi ed | egacy hosts shoul d keep worki ng seani essly, while

upgr aded/ new end-systens shoul d be given the opportunity to exploit
enhanced features.

5.1.2. A+P for Mobile Providers

In the case of nobile service providers, the situation is slightly
different. The A+P border is assumed to be the gateway (e.qg.

Gat eway GPRS Support Node (GGSN) / Packet Data Network (PDN) gateway
(GN of 3GPP, or Access Service Network (ASN) GWof Worl dw de
Interoperability for Mcrowave Access (WMAX)). The need to extend
the address is not within the provider network, but on the edge

bet ween t he nobil e phone devices and the gateway. While desirable,

| Pv6 connectivity may or may not be provided.

For mobile providers, we use the following ternms and assunpti ons:
1. provider network (PN)

2. gateway (GWN

3. nobil e phone device (phone)
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4. devices behind the phone, e.g., |aptop conputer connecting via
phone to I nternet

We expect that the gateway has a pool of |Pv4 addresses and is al ways
in the data-path of the packets. Transport between the gateway and
phone devices is assuned to be an end-to-end | ayer-2 tunnel. W
assune that the phone as well as gateway can be upgraded to support
A+P. However, sone applications running on the phone or devices
behi nd the phone (such as | aptop conputers connecting via the phone)
are not expected to be upgraded. Again, while we do not expect that
devi ces behind the phone will be A+P-aware or upgraded, we al so do
not want to hinder their evolution. 1In this sense, the nobile phone
woul d be conparable to the CPE in the broadband provi der case; it
woul d be the gateway to the PRR/LSN box in the network of the

br oadband provi der.

5.1.3. A+P fromthe Provi der Network Perspective

| SPs suffering froml| Pv4d address space exhaustion are interested in
achi eving a hi gh address space conpression ratio. In this respect,
an A+P subsystem allows much nore flexibility than traditional NATs:
the NAT can be placed at the custoner and/or in the provider network.
In addition, hosts or applications can request ports and thus have
untransl ated end-to-end connectivity.

o m e e e e e eee oo s +
private | +------ + A+P-in  +----- + | dual - st acked
(RFC 1918) --|-|] CPE |==-1Pv6-==] PRR |-|-- network
space | +------ + tunnel +----- + | (publ i c addresses)
I oot |
| | 1Pv6-only | LSN |
| | net wor k - +
Fom e e e N+
| |
on cust omer wi t hi n provider
prem ses and control net wor k

Figure 12: A Sinple A+P Subsystem Exanpl e

Consi der the depl oyment scenario in Figure 12, where an A+P subsystem
is formed by the CPE and a PRRwithin the ISP core network and
preferably is close to the custonmer edge. |Inside the subsystem
packets are forwarded based on address and port. The provider MNAY
depl oy an LSN co-located with the PRR to handl e packets that have not
been translated by the CPE. In such a configuration, the ISP allows
the customer to freely decide whether the translation is done at the
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CPE or at the LSN. In order to establish the A+P subsystem the CPE
will be configured automatically (e.g., via a signaling protocol that
conforms to the requirenents stated above).

Note that the CPE in the exanple above is provisioned with only an
| Pv6 address on the external interface.

e | Pv6-only transport ------------ +
| e + | | |
| | A+P-application| | +-------- + | +----- + | dual - st acked
| | on end-host | =|==| CPE W |==|==] PRR |-]|-- network
| #----mmmeeee - + ] Ao + | H----- + (public addresses)
B + | S + S e +
private | Pv4 <-*--+->] NAT | | | LSN |
address space \ | 4-------- + | 4----- +
for |egacy I [---------- +
host s |
| |
end- host with | CPE device | provider
upgr aded | on custoner | network
| |

application preni ses
Figure 13: An Extended A+P Subsystem wi th End-Host Runni ng A+P- Aware
Appli cations

Fi gure 13 shows an exanpl e of how an upgraded application running on
a | egacy end-host can connect to another host in the public realm
The | egacy host is provisioned with a private |IPv4 address allocated
by the CPE. Any packet sent fromthe | egacy host will be NATed
either at the CPE (if configured to do so) or at the LSN (if
avai |l abl e) .

An A+P-aware application running on the end-host MAY use the
signaling described in Section 3.3.1 to connect to the A+P subsystem
In this case, the application will be del egated sone space in the A+P
address realm and will be able to contact the public realm(i.e.

the public Internet) without the need for translation

Note that part of A+P signaling is that the NATs are optional
However, if neither the CPE nor the PRR provides NATi ng
functionality, then it will not be possible to connect |egacy end-
host s.

To enabl e packet forwarding with A+P, the ISP MJST install at its A+P
border a PRR that encaps/decaps packets. However, to achieve a

hi gher address space conpression ratio and/or to support CPEs without
NATi ng functionality, the ISP MAY decide to provide an LSN as wel | .

If no LSNis installed in sone part of the ISP s topology, all CPEs
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in that part of the topol ogy MJUST support NAT functionality. For
reasons of scalability, it is assuned that the PRRis located within
the access portion of the network. The CPE would be configured
automatically (e.g., via an extended DHCP or NAT- PMP, which has the
signaling requirenents stated above) with the address of the PRR and
of the LSN (if one is being provided). Figure 12 illustrates a
possi bl e depl oynent scenari o.

5.2. Dynamic Allocation of Port Ranges

Al locating a fixed nunber of ports to all CPEs may |ead to exhaustion
of ports for high-usage custoners. This is a perfect recipe for
upsetting nore demandi ng custonmers. On the other hand, allocating to
all custoners ports sufficiently to match the needs of peak users
will not be very efficient. A mechanismfor dynanic allocation of
port ranges allows the ISP to achieve two goals: a nore efficient
conpression ratio of the number of customers on one |Pv4 address and,
on the other hand, no limt of the nore demandi ng custoners’
comuni cati on.

Addi tional allocation of ports or port ranges may be nade after an
initial static allocation of ports.

The mechani sm woul d prefer allocations of port ranges fromthe sane

| P address as the initial allocation. |If it is not possible to

all ocate an additional port range fromthe sanme |P, then the
mechani sm can allocate a port range fromanother IP within the same
subnet. Wth every additional port range allocation, the PRR updates
its routing table. The mechanismfor allocating additional port
ranges may be part of normal signaling that is used to authenticate
the CPE to the ISP

The ISP controls the dynanmic allocation of port ranges by the PRR by
setting the initial allocation size and maxi mum nunber of allocations
per CPE, or the maxi mum all ocations per subscription, depending on
subscription level. There is a general observation that the nore
denmandi ng custoner uses around 1024 ports when heavily comruni cati ng.
So, for exanple, a first suggestion nmight be 128 ports initially and
then dynamic allocations of ranges of 128 ports up to 511 nore

al l ocations maxi mum A configured maxi mum nunber of allocations
could be used to prevent one customer acting in a destructive manner
shoul d they becone infected. The maxi mum nunber of all ocations m ght
al so be nore finely grained, with paraneters of how many all ocati ons
a user nmay request per sone tine frane. |If this is used, evasive
applications may need to be Iimted in their bad behavior; for
exanpl e, one additional allocation per mnute would considerably sl ow
a port request storm
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There is likely no m ninmumrequest size. This is because A+P-aware
applications running on end-hosts MAY request a single port (or a few
ports) for the CPE to be contacted on (e.g., Voice over |P (VolP)
clients register a public IP and a single delegated port fromthe
CPE, and accept incomng calls on that port). The inplenentation on
the CPE or PRR will dictate how to handl e such requests for smaller

bl ocks: for exanple, half of available bl ocks m ght be used for

"bl ock-allocations", 1/6 for single port requests, and the rest for
NATI ng.

Anot her possible mechanismto allocate additional ports is UPnP/

NAT- PMP (as defined in Section 3.3.1), if applications behind CPE
support it. In the case of the LSN inplenmentation (DS-Lite), as
described in Section 3.3.4 about the A+P overall architecture,
signal i ng packets are sinply forwarded by the CPE to the LSN and back
to the host running the application that requested the ports, and the
PRR al | ocates the requested port to the appropriate CPE. The sane
behavi or may be chosen with AFTR, if requested ports are outside of
the static initial port allocation. |If a full A+P inplenentation is
sel ected, then UPnPv2/ NAT- PMP packets are accepted by the CPE
processed, and the requested port nunber is comuni cated through the
normal signaling mechani sm between CPE and PRR tunnel endpoints
(PCP).

5.3. Exanple of A+P-Forwarded Packets

This section provides a detail ed exanple of A+P setup, configuration
and packet flow from an end-host connected to an A+P service provider
to any host in the IPv4 Internet, and how the return packets flow
back. The foll ow ng exanpl e di scusses an A+P-unaware end-host, where
the NATing is done at the CPE. Figure 14 illustrates how the CPE
receives an | Pv4 packet fromthe end-user device. W first describe
the case where the CPE has been configured to provide the NAT
functionality (e.g., by the custonmer through interaction with a
website or by automatic signaling). In the followi ng, we call a
packet that is translated at the CPE an "A+P-forwarded packet", an
anal ogy with the port-forwarding function enployed in today’'s CPEs.
Upon receiving a packet fromthe internal interface, the CPE

transl ates, encapsulates, and forwards it to the PRR  The NAT on the
CPE is assumed to have a default route to the public real mthrough
its tunnel interface.

When the PRR receives the A+P-forwarded packet, it decapsul ates the
i nner | Pv4 packet and checks the source address. |f the source
address does match the range assigned to A+P-enabl ed CPEs, then the
PRR simply forwards the decapsul ated packet onward. This is always
the case for A+P-forwarded packets. Oherw se, the PRR assunes t hat
the packet is not A+P-forwarded and passes it to the LSN function
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which in turn translates and forwards the packet based on the
destination address. Figure 14 shows the packet flow for an outgoing
A+P-f orwar ded packet.

198.51.100. 1
R [--------- +
| CPE |
S []]-------- +
2001: db8:: 2

192.0.2. 3 (100- 200)

<-1Pv4-in-1Pv6

/ | \
s network |
\ | | /
_____ I-1]]-------
||
% | 2001: db8::1
E R []1]-------- +
| PRR |1 |
TS [--------- +
| | 192.0.2.1
| Pv4 datagram 3 | |
_____ |--]--------
/ [ \
| | SP network / |
\ I nt er net /

Figure 14: Forwarding of Qutgoing A+P-Forwarded Packets
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e oo Fom e e e e e i e aao +
| Dat agram | Header field | Contents |
o e e oo o e o Fom e e e e i e e +
| 1Pv4 datagram 1 | | Pv4 Dst | 203.0.113.1

| | IPv4 Src | 198.51.100.2

| | TCP Dst | 80 |
| | TCP Src | 8000

| e | e | |
| I'Pv6 datagram 2 | | Pv6 Dst | 2001:db8::1

| | | Pv6 Src | 2001:db8::2

| | | Pv4 Dst | 203.0.113.1 |
| | IPv4 Src | 192.0.2.3

| | TCP Dst | 80 |
| | TCP Src | 100

| e | e | |
| 1Pv4 datagram 3 | | Pv4 Dst | 203.0.113.1

| | IPvd Src | 192.0.2.3

| | TCP Dst | 80 |
| | TCP Src | 100

o e e oo o e ok Fomm e e e i i e e +

Dat agr am Header Contents

An incom ng packet undergoes the reverse process. Wen the PRR
receives an | Pv4 packet on an external interface, it first checks
whet her or not the destination address falls within the A+P CPE

del egated range. |If the address space was del egated, then the PRR
encapsul ates the incom ng packet and forwards it through the
appropriate tunnel for that IP/port range. |If the address space was

not del egated, the packet would be handed to the LSN to check if a
mappi ng i s avail abl e.

Fi gure 15 shows how an incomi ng packet is forwarded, under the

assunption that the port number matches the port range that was
del egated to the CPE
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198.51.100.1
- [--------- +
| CPE |
B R | -------- +
2001: db8:: 2

192.0.2.3 (100- 200)

<-|1Pv4-in-1|Pv6

(92)
R,
@
(¢}
o —
@
L -

/ | \
\ | | /
_____ -1 ]-------
I I
| | 2001: db8:: 1
B - [-------- +
| PRR | |
S [--------- +
Nl 192.0.2.1
| Pv4 datagram 1 | |
..... |--]--------
/ [ | \
| 1SP network / |
\ | nt er net /
_____ |-<]--------
||
| | 203.0.113.1
+--m - - +--m - - +
| 1Pv4 Host |
Fomme e e oo +

Fi gure 15: Forwarding of |nconi ng A+P-Forwarded Packets
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e oo Fom e e e e e i e aao +
| Dat agram | Header field | Contents |
o e e oo o e o Fom e e e e i e e +
| 1Pv4 datagram 1 | | Pv4 Dst | 198.51.100.3

| | IPv4 Src | 203.0.113.1

| | TCP Dst | 100 |
| | TCP Src | 80

| e | e | |
| I'Pv6 datagram 2 | | Pv6 Dst | 2001: db8::2

| | IPv6 Src | 2001:db8::1

| | | Pv4 Dst | 198.51.100.3 |
| | IP Src | 203.0.113.1 |
| | TCP Dst | 100 |
| | TCP Src | 80

| e | e | |
| 1Pv4 datagram 3 | | Pv4 Dst | 198.51.100.2

| | IPv4 Src | 203.0.113.1

| | TCP Dst | 8000

| | TCP Src | 80

o e e oo o e ok Fomm e e e i i e e +

Dat agr am Header Contents

Note that datagram 1 travels untranslated up to the CPE, thus, the
custonmer has the same control over the translation as he has today --
a hone gateway with custom zabl e port-forwardi ng

5.3.1. Forwarding of Standard Packets

Packets for which the CPE does not have a correspondi ng port-
forwarding rule are tunneled to the PRR that provides the LSN
function. W underline that the LSN MUST NOT use the del egated space
for NATing. See [RFC6333] for network diagrans that illustrate the
packet flow in this case.

5.3.2. Handling I CWP

ICMP is problematic for all NATs because it |acks port nunbers. A+P
routi ng exacerbates the problem

Most | CMP nessages fall into one of two categories: error reports or
ECHQO ECHO replies (comonly known as "pings"). For error reports,
the of fendi ng packet header is enbedded within the | CVP packet; NAT
devices can then rewite that portion and route the packet to the
actual destination host. This functionality will remain the same
with A+P; however, the PRR will need to exam ne the enbedded header
to extract the port number, while the A+P gateway will do the
necessary rewiting.
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ECHO and ECHO replies are nore problematic. For ECHO the A+P

gat eway device nust rewite the "lIdentifier" and perhaps "Sequence
Nunber" fields in the ICVMP request, treating themas if they were
port nunbers. This way, the PRR can build the correct A+P address
for the returning ECHO replies, so they can be correctly routed back
to the appropriate host in the sane way as TCP/ UDP packets. Pings
originated fromthe public realm(lnternet) towards an A+P device are
not supported.

5.3.3. Fragnentation
In order to deliver a fragnented | P packet to its final destination
(anong those having the sanme | P address), the PRR should activate a
dedi cated procedure simlar to the one used by [ RFC6146], Section
3.5, in the sense that it should reassenble the fragments in order to
| ook at the destination port nunber.

Note that it is recommended to use a Path MIU Di scovery (PMIuUD)
nmechani sm (e.g., [RFC1191]).

Security issues related to fragnmentation are out of scope of this
docunent. For nore details, refer to [ RFC1858].

5.3.4. Limtations of the A+P Approach

One limtation that A+P shares with any other |P-address-sharing

mechanismis the availability of well-known ports. In fact, services
run by customers that share the sane I P address will be distinguished
by the port nunmber. As a consequence, it will be inmpossible for two

custonmers who share the sane | P address to run services on the sane
port (e.g., port 80). Unfortunately, working around this linitation
usual ly inplies application-specific hacks (e.g., HITP and HTTPS
redirection), discussion of which is out of the scope of this
docunent. O course, a provider m ght charge nore for giving a
customer the well-known port range, 0..1024, thus allow ng the
customer to provide externally avail able services. Many applications
require the availability of well-known ports. However, those
applications are not expected to work in an A+P environnment unl ess
they can adapt to work with different ports. Such applications do
not work behind today’s NATs either

Anot her problemthat is comopn to all NATs is coexistence with I Psec.
In fact, a NAT that also translates port nunbers prevents the

Aut henti cati on Header (AH) and Encapsul ating Security Payl oad (ESP)
fromfunctioning properly, both in tunnel and in transport nmode. In
this respect, we stress that, since an A+P subsystem exhibits the
same external behavior as a NAT, well-known workarounds (such as

[ RFC3715]) can be enpl oyed.
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A+P, as all other port-sharing solutions, suffers fromthe issues
docunented in [ RFC6269], but that’'s sonething we’'ll have to live
with.

For the host-based A+P, issues related to application conflicts when
trying to bind to an out-of-range port are to be further assessed.
Not e that extensions to the host-based nbdel have been proposed in
the past (e.g., the Port-Enhanced Address Resol ution Protocol (ARP)
extensi on docunmented in http://software. merit.edu/ pe-arp/).

5.3.5. Port Allocation Strategy Agnostic

| ssues raised by [PRIP-1SSUES] have been anal yzed in

[ STATELESS- 4v6]. As seen in that docunment, nost of the issues apply
to host-based port-sharing solutions. A+P is not intended to be a
host - based port-sharing sol ution.

The concl usi on of [ STATELESS-4v6] is that the set of issues
specifically attributed to A+P either do not apply to CPE-based
flavors or can be mitigated. The A+P solution represents a
reasonabl e trade-of f conpared to alternatives in areas such as

bi ndi ng | oggi ng (for data storage purposes) and ease of depl oynent
and operations, all of which are actually facilitated by such a
sol uti on.

6. Security Considerations

Wth CGNs/LSNs, tracing hackers, spamers, and other crimnals wll
be difficult, requiring | ogging, recording, and storing of al

connecti on-based mappi ng information. The need for storage inplies a
trade-off. On one hand, the LSNs can manage addresses and ports as
dynami cal ly as possible in order to maxinize aggregation. On the

ot her hand, the nore quickly the nappi ng between private and public
space changes, the nore information needs to be recorded. This would
cause concern not only for |aw enforcenent services, but also for
privacy advocat es.

A+P offers a better set of trade-offs. Al that needs to be | ogged
is the allocation of a range of port nunbers to a custoner. By
design, this will be done rarely, inproving scalability. |If the NAT
functionality is moved further up the tree, the | ogging requirenent
will be as well, increasing the |oad on one node, but giving it nore
resources to allocate to a busy custonmer, perhaps decreasing the
frequency of allocation requests.
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8.

8.

8.

The other extreme is A+P NAT on the customer prem ses. Such a node
woul d be no different than today’s NAT boxes, which do no such

| ogging. W thus conclude that A+P is no worse than today’s
situation, while being considerably better than CGN\s.
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