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1

1

1

| ntroducti on

RFC 3746 [ RFC3746] specifies a framework by which control elements
(CEs) can configure and manage one or nore separate forwarding
elements (FEs) within a network el ement (NE) using the For CES
protocol. The ForCES architecture allows forwardi ng el enents of
varying functionality to participate in a ForCES network el enent.

The inplication of this varying functionality is that CEs can nake
only mnimal assunptions about the functionality provided by FEs in
an NE. Before CEs can configure and control the forwarding behavi or
of FEs, CEs need to query and discover the capabilities and states of
their FEs. RFC 3654 [ RFC3654] mandates that the capabilities, states
and configuration informati on be expressed in the formof an FE
nodel .

RFC 3444 [ RFC3444] observed that information nodels (1 M) and data
nodel s (DMs) are different because they serve different purposes.
"The main purpose of an IMis to nbdel nmanaged objects at a

conceptual |evel, independent of any specific inplenentations or
protocol s used". "DMs, conversely, are defined at a | ower |evel of
abstraction and include many details. They are intended for

i mpl enentors and include protocol -specific constructs”. Sometines it

is difficult to draw a clear |ine between the two. The FE node
described in this docunent is prinarily an information nodel, but

al so includes sone aspects of a data nodel, such as explicit
definitions of the LFB (Logical Functional Block) class schema and FE
schema. It is expected that this FE nodel will be used as the basis
to define the payload for information exchange between the CE and FE
in the For CES protocol

Requi renents on the FE Mde

RFC 3654 [ RFC3654] defines requirenents that nmust be satisfied by a
For CES FE nodel. To sunmarize, an FE nodel nust define:

o Logically separable and distinct packet forwardi ng operations in
an FE data path (Logical Functional Blocks or LFBs);

o The possible topological relationships (and hence the sequence of
packet forwardi ng operations) between the various LFBs;

o The possible operational capabilities (e.g., capacity limts,
constraints, optional features, granularity of configuration) of
each type of LFB

o The possible configurable paraneters (e.g., conmponents) of each
type of LFB; and
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o Metadata that nay be exchanged between LFBs.
1.2. The FE Model in Relation to FE | nplenentations

The FE nodel proposed here is based on an abstracti on using distinct
Logi cal Functional Blocks (LFBs), which are interconnected in a
directed graph, and receive, process, nodify, and transnit packets
along with nmetadata. The FE nodel is designed, and any defined LFB
cl asses shoul d be designed, such that different inplenmentations of
the forwarding data path can be logically mapped onto the nodel with
the functionality and sequence of operations correctly captured.
However, the nobdel is not intended to directly address how a

particular inplementation naps to an LFB topology. It is left to the
forwardi ng plane vendors to define how the FE functionality is
represented using the FE nodel. Qur goal is to design the FE nodel

such that it is flexible enough to accommpdate nost conmmon
i mpl enent ati ons.

The LFB topol ogy nodel for a particular data path inplenmentation nust
correctly capture the sequence of operations on the packet. Metadata
generation by certain LFBs MJST al ways precede any use of that

nmet adat a by subsequent LFBs in the topology graph; this is required
for logically consistent operation. Further, nodification of packet
fields that are subsequently used as inputs for further processing
MUST occur in the order specified in the nodel for that particul ar

i mpl ementation to ensure correctness.

1.3. The FE Model in Relation to the For CES Protoco

The For CES base protocol [RFC5810] is used by the CEs and FEs to

mai ntai n the comunication channel between the CEs and FEs. The

For CES protocol may be used to query and discover the intra-FE

topol ogy. The details of a particular data path inplenmentation

i nside an FE, including the LFB topol ogy, along with the operationa
capabilities and attributes of each individual LFB, are conveyed to
the CEwithin information el enents in the ForCES protocol. The nodel
of an LFB class should define all of the information that needs to be
exchanged between an FE and a CE for the proper configuration and
managenment of that LFB

Speci fying the various payl oads of the ForCES nessages in a
systematic fashion is difficult without a formal definition of the
obj ects being configured and nanaged (the FE and the LFBs within).
The FE nodel docunent defines a set of classes and conponents for
descri bing and mani pul ating the state of the LFBs within an FE
These cl ass definitions thenselves will generally not appear in the
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For CES protocol. Rather, ForCES protocol operations will reference
cl asses defined in this nmodel, including relevant conmponents and the
def i ned operations.

Section 7 provides nore detail ed di scussion on how the FE node
shoul d be used by the For CES protocol

1.4. Modeling Language for the FE Mdde

Even t hough not absolutely required, it is beneficial to use a forma
dat a nmodel i ng | anguage to represent the conceptual FE nobdel described
in this document. Use of a formal |anguage can help to enforce

consi stency and | ogical compatibility anmong LFBs. A ful

specification will be witten using such a data nodeling | anguage.

The formal definition of the LFB classes may facilitate the eventua
aut omati on of some of the code generation process and the functiona
validation of arbitrary LFB topol ogies. These class definitions form
the LFB library. Docunents that describe LFB classes are therefore
referred to as LFB |library docunents.

Human readability was the nost inportant factor considered when

sel ecting the specification | anguage, whereas encodi ng, decoding, and
transm ssi on performance were not a selection factor. The encoding
nmet hod for over-the-wire transport is not dependent on the

speci fication | anguage chosen and is outside the scope of this
docunent and up to the ForCES protocol to define.

XM. is chosen as the specification | anguage in this docunent, because
XML has the advantage of being both human and machi ne readable with
wi dely avail able tools support. This docunent uses an XM. schena to
define the structure of the LFB library docunents, as defined in

[ RFC3470] and [Schemal] and [ Schema2]. While these LFB cl ass
definitions are not sent in the ForCES protocol, these definitions
conply with the reconmendati ons in RFC 3470 [ RFC3470] on the use of
XM. in | ETF protocols.

By using an XM. schema to define the structure for the LFB library
docunents, we have a very clear set of syntactic restrictions to go
with the desired semantic descriptions and restrictions covered in
this document. As a corollary to that, if it is determined that a
change in the syntax is needed, then a new schema will be required.
This would be identified by a different URN to identify the nanespace
for such a new schemna.
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1.5. Document Structure

Section 3 provides a conceptual overview of the FE nodel, |aying the
foundation for the nore detail ed di scussion and specifications in the
sections that follow Section 4 and Section 5 constitute the core of
the FE nodel, detailing the two najor aspects of the FE nodel: a
general LFB npdel and a definition of the FE Cbject LFB, with its
conponents, including FE capabilities and LFB topol ogy information
Section 6 directly addresses the nodel requirenents inmposed by the
For CES requirenments defined in RFC 3654 [ RFC3654], while Section 7
expl ai ns how the FE nodel should be used in the ForCES protocol

2. Definitions

The use of conpliance term nol ogy (MJST, SHOULD, MAY, MJST NOT) is
used in accordance with RFC 2119 [RFC2119]. Such term nology is used
in describing the required behavi or of ForCES forwardi ng el enents or
control elenments in supporting or nmanipulating i nformati on descri bed
in this nodel.

Term nol ogy associated with the ForCES requirenments is defined in RFC
3654 [ RFC3654] and is not copied here. The following Iist of
term nol ogy relevant to the FE nodel is defined in this section

FE Model : The FE npdel is designed to nbdel the |ogical processing
functions of an FE. The FE nodel proposed in this docunent
i ncl udes three components; the LFB nodeling of individual Logica
Functional Bl ock (LFB nodel), the |ogical interconnection between
LFBs (LFB topol ogy), and the FE-level attributes, including FE
capabilities. The FE npodel provides the basis to define the
i nformati on el enents exchanged between the CE and the FE in the
For CES protocol [RFC5810].

Data Path: A conceptual path taken by packets within the forwarding
pl ane inside an FE. Note that nore than one data path can exi st
within an FE

LFB (Logi cal Functional Block) Class (or type): A tenplate that
represents a fine-grained, |ogically separable aspect of FE
processing. Mst LFBs relate to packet processing in the data
path. LFB cl asses are the basic building bl ocks of the FE nodel

LFB I nstance: As a packet flows through an FE al ong a data path, it
flows through one or nmultiple LFB instances, where each LFB is an
i nstance of a specific LFB class. Miltiple instances of the sane
LFB class can be present in an FE' s data path. Note that we often
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refer to LFBs wi thout distinguishing between an LFB class and LFB
i nstance when we believe the inplied reference is obvious for the
gi ven cont ext.

LFB Model: The LFB nodel describes the content and structures in an
LFB, plus the associated data definition. XM is used to provide
a formal definition of the necessary structures for the nodeling.
Four types of information are defined in the LFB nodel. The core
part of the LFB nmodel is the LFB class definitions; the other
three types of information define constructs associated with and
used by the class definition. These are reusable data types,
supported frame (packet) formats, and netadata.

El ement: Element is generally used in this docunent in accordance
with the XML usage of the term It refers to an XM. tagged part
of an XM. docunent. For a precise definition, please see the ful
set of XM specifications fromthe WBC. This termis included in
this list for conpl eteness because the ForCES formal nodel uses
XML,

Attribute: Attribute is used in the ForCES formal nodeling in
accordance with standard XM. usage of the term i.e., to provide
attribute information included in an XM tag.

LFB Metadata: Metadata is used to comruni cate per-packet state from
one LFB to another, but is not sent across the network. The FE
nodel defines how such netadata is identified, produced, and
consunmed by the LFBs, but not how the per-packet state is
i mpl enented within actual hardware. Metadata is sent between the
FE and the CE on redirect packets.

For CES Component: A For CES Conponent is a well-defined, uniquely
i dentifiable and addressabl e For CES nodel building block. A
conponent has a 32-bit ID, name, type, and an optional synopsis
description. These are often referred to sinply as conponents.

LFB Conponent: An LFB component is a For CES conponent that defines
the Qperational paraneters of the LFBs that nust be visible to the
CEs.

Structure Conponent: A ForCES conponent that is part of a conplex
data structure to be used in LFB data definitions. The individua
parts that nmake up a structured set of data are referred to as
structure conponents. These can thensel ves be of any valid data
type, including tables and structures.
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Property: ForCES conponents have properties associated with them
such as readability. Qher exanples include |engths for variable-
si zed components. These properties are accessed by the CE for
readi ng (or, where appropriate, witing.) Details on the ForCES
properties are found in Section 4.8.

LFB Topol ogy: LFB topology is a representation of the |ogica
i nterconnection and the placenment of LFB instances along the data
path within one FE. Sonetinmes this representation is called
i ntra-FE topol ogy, to be distinguished frominter-FE topol ogy.
LFB topology is outside of the LFB nodel, but is part of the FE
nodel .

FE Topol ogy: FE topology is a representation of how nultiple FEs
within a single network el enent (NE) are interconnected.
Sonetimes this is called inter-FE topol ogy, to be distinguished
fromintra-FE topology (i.e., LFB topology). An individual FE
m ght not have the gl obal know edge of the full FE topol ogy, but
the local view of its connectivity with other FEs is considered to
be part of the FE nobdel. The FE topology is discovered by the
For CES base protocol or by sone other neans.

I nter-FE Topol ogy: See FE Topol ogy.
Intra-FE Topol ogy: See LFB Topol ogy.

LFB C ass Library: The LFB class library is a set of LFB cl asses
that has been identified as the nbst common functions found in
nost FEs and hence shoul d be defined first by the For CES Wbr ki ng
G oup.

3. ForCES Mdel Concepts

Sone of the inmportant ForCES concepts used throughout this docunent
are introduced in this section. These include the capability and
state abstraction, the FE and LFB nodel construction, and the unique
addressing of the different nodel structures. Details of these
aspects are described in Section 4 and Section 5. The intent of this
section is to discuss these concepts at the high level and lay the
foundation for the detailed description in the followi ng sections.

The For CES FE npbdel includes both a capability and a state
abstraction.

o The FE/LFB capability nodel describes the capabilities and
capacities of an FE/LFB by specifying the variation in functions
supported and any limtations. Capacity describes the limts of
speci fic conponents (an exanple would be a table size Iimt).
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o The state nodel describes the current state of the FE/LFB, that
is, the instantaneous val ues or operational behavior of the FE
LFB.

Section 3.1 explains the difference between a capability nodel and a
state nodel, and describes how the two can be conbined in the FE
nodel .

The For CES nodel construction laid out in this docunment allows an FE
to provide information about its structure for operation. This can
be thought of as FE-level information and information about the

i ndi vidual instances of LFBs provided by the FE

o The For CES nodel includes the constructions for defining the class
of Logi cal Functional Blocks (LFBs) that an FE may support. These
cl asses are defined in this and other documents. The definition
of such a class provides the information content for nonitoring
and controlling instances of the LFB class for ForCES purposes.
Each LFB nodel class formally defines the operational LFB
conponents, LFB capabilities, and LFB events. Essentially,
Section 3.2 introduces the concept of LFBs as the basic functiona
bui I di ng bl ocks in the For CES nodel

o The FE nodel al so provides the construction necessary to nonitor
and control the FE as a whol e for ForCES purposes. For
consi stency of operation and sinplicity, this information is
represented as an LFB, the FE Object LFB class and a singular LFB
i nstance of that class, defined using the LFB nodel. The FE
nj ect class defines the conmponents to provide information at the
FE | evel, particularly the capabilities of the FE at a coarse
level, i.e., not all possible capabilities or all details about
the capabilities of the FE. Part of the FE-level information is
the LFB topol ogy, which expresses the |ogical inter-connection
between the LFB instances along the data path(s) within the FE
Section 3.3 discusses the LFB topol ogy. The FE (bject also
i ncludes information about what LFB cl asses the FE can support.

The For CES nodel allows for unique identification of the different
constructs it defines. This includes identification of the LFB

cl asses, and of LFB instances within those classes, as well as
identification of conponents within those instances.

The For CES protocol [RFC5810] encapsul ates target address(es) to
eventually get to a fine-grained entity being referenced by the CE
The addressing hierarchy is broken into the follow ng:

O An FE is uniquely identified by a 32-bit FEID
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o Each class of LFB is uniquely identified by a 32-bit LFB O asslD.
The LFB O assIDs are global within the network el enent and may be
i ssued by | ANA

o Wthin an FE, there can be nultiple instances of each LFB cl ass.
Each LFB class instance is identified by a 32-bit identifier that
is unique within a particular LFB class on that FE

o Al the conponents within an LFB instance are further defined
using 32-bit identifiers.

Refer to Section 3.3 for nore details on addressing.
3.1. ForCES Capability Mdel and State Mde

Capability and state nodeling applies to both the FE and LFB
abstraction.

Figure 1 shows the concepts of FE state, capabilities, and
configuration in the context of CE-FE communication via the ForCES

pr ot ocol

Fomm - + Fomm - +
| | FE capabilities: what it can/cannot do. | |
| | oo | |
| | o | |
| CE | FE state: what it is now. | FE |
| R REEETEEEEEREES | |
| | , , , | |
| | FE configuration: what it should be. | |
| R ECERREEREEEEEEEEEPEEEEPEEEEPREE > |
S . + S . +
Figure 1: Illustration of FE capabilities, state, and configuration

exchange in the context of CE-FE comunication via ForCES.
3.1.1. FE Capability Mddel and State Mde

Conceptual ly, the FE capability nmodel tells the CE which states are
allowed on an FE, with capacity information indicating certain
guantitative limts or constraints. Thus, the CE has genera

know edge about configurations that are applicable to a particular
FE.
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3.1.1.1. FE Capability Mde

The FE capability nodel may be used to describe an FE at a coarse
| evel . For exanple, an FE mi ght be defined as foll ows:

o the FE can handle I Pv4 and | Pv6 forwarding;

o the FE can performclassification based on the follow ng fields:
source | P address, destination |IP address, source port nunber,
destinati on port number, etc.;

o the FE can perform netering;
o the FE can handle up to N queues (capacity); and

o the FE can add and renove encapsul ati ng headers of types including
| Psec, GRE, L2TP.

Wil e one could try to build an object nodel to fully represent the
FE capabilities, other efforts found this approach to be a
significant undertaking. The main difficulty arises in describing
detailed limts, such as the maxi num nunber of classifiers, queues,
buf fer pools, and neters that the FE can provide. W believe that a
good bal ance between sinplicity and flexibility can be achieved for
the FE nodel by conbining coarse-level-capability reporting with an
error reporting nmechanism That is, if the CE attenpts to instruct
the FE to set up sone specific behavior it cannot support, the FE
will return an error indicating the problem Exanples of simlar
approaches include Diffserv PIB RFC 3317 [ RFC3317] and framework PIB
RFC 3318 [ RFC3318].

3.1.1.2. FE State Mde
The FE state nodel presents the snapshot view of the FE to the CE
For exanple, using an FE state nodel, an FE might be described to its
correspondi ng CE as the foll ow ng:

O on a given port, the packets are classified using a given
classification filter;

o the given classifier results in packets being netered in a certain
way and then marked in a certain way;

0 the packets conming fromspecific markers are delivered into a

shared queue for handling, while other packets are delivered to a
di fferent queue; and
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o a specific scheduler with specific behavior and paraneters wl|
service these coll ected queues.

3.1.1.3. LFB Capability and State Mde

Both LFB capability and state information are defined formally using
the LFB nodeling XM. schena.

Capability information at the LFB level is an integral part of the
LFB nodel and provides for powerful semantics. For exanple, when
certain features of an LFB class are optional, the CE needs to be
able to determ ne whether those optional features are supported by a
given LFB instance. The schema for the definition of LFB cl asses
provides a neans for identifying such conponents.

State information is defined formally using LFB conmponent constructs.
3.1.2. Relating LFB and FE Capability and State Mde

Capability information at the FE | evel describes the LFB classes that
the FE can instantiate, the nunmber of instances of each that can be
created, the topological (linkage) limtations between these LFB

i nstances, etc. Section 5 defines the FE-lIevel conmponents including
capability information. Since all information is represented as
LFBs, this is provided by a single instance of the FE Cbject LFB
class. By using a single instance with a known LFB class and a known
i nstance identification, the ForCES protocol can allow a CE to access
this informati on whenever it needs to, including while the CE is
establishing the control of the FE

Once the FE capability is described to the CE, the FE state
information can be represented at two levels. The first level is the
| ogi cally separabl e and distinct packet processing functions, called
LFBs. The second | evel of information describes how these individua
LFBs are ordered and placed along the data path to deliver a conplete
forwardi ng plane service. The interconnection and ordering of the
LFBs is called LFB topology. Section 3.2 discusses high-Ileve
concepts around LFBs, whereas Section 3.3 discusses LFB topol ogy

i ssues. This topology information is represented as conponents of
the FE bject LFB instance, to allowthe CE to fetch and mani pul ate
this.

3. 2. Logi cal Functional Block (LFB) Mdeling
Each LFB perforns a well-defined action or conputation on the packets
passing through it. Upon conpletion of its prescribed function

either the packets are nodified in certain ways (e.g., decapsul ator,
marker), or sone results are generated and stored, often in the form
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of nmetadata (e.g., classifier). Each LFB typically performs a single
action. Cassifiers, shapers, and neters are all exanples of such
LFBs. Mddeling LFBs at such a fine granularity allows us to use a
smal | number of LFBs to express the higher-order FE functions (such
as an | Pv4 forwarder) precisely, which in turn can describe nore
conpl ex networking functions and vendor inplenentations of software
and hardware. These fine-grained LFBs will be defined in detail in
one or nore docunents to be published separately, using the materia
in this nodel.

It is also the case that LFBs may exist in order to provide a set of
conponents for control of FE operation by the CE (i.e., a |locus of
control), without tying that control to specific packets or specific
parts of the data path. An exanple of such an LFB is the FE bject,
whi ch provides the CE with informati on about the FE as a whole, and
allows the FE to control sonme aspects of the FE, such as the data
path itself. Such LFBs will not have the packet-oriented properties
described in this section

In general, multiple LFBs are contained in one FE, as shown in

Figure 2, and all the LFBs share the sane For CES protocol (Fp)

term nation point that inplenments the ForCES protocol |ogic and
mai nt ai ns the communi cati on channel to and fromthe CE
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| For CES pr ot ocol |
| term nati on point |

Internal contro

N + N
| LFB1 | | LFB2 |
| :::::>| v |::::::::::::>| v |::::::>
| Inputs| +---------- + | Qut puts | +---------- +
| (P,M | | Conponents| |(P ,M) | | Components| |(P", M)
| A : A + ]
| R + R +
SRRSO .

Fi gure 2: Generic LFB di agram

An LFB, as shown in Figure 2, may have inputs, outputs, and
conponents that can be queried and mani pul ated by the CE via an Fp
reference point (defined in RFC 3746 [ RFC3746]) and the For CES
protocol termination point. The horizontal axis is in the forwarding
pl ane for connecting the inputs and outputs of LFBs within the same
FE. P (with marks to indicate nodification) indicates a data packet,
while M(with marks to indicate nodification) indicates the netadata
associated with a packet. The vertical axis between the CE and the
FE denotes the Fp reference point where bidirectional comunication
bet ween the CE and FE occurs: the CE-to-FE comunication is for
configuration, control, and packet injection, while the FE-to-CE
conmuni cation is used for packet redirection to the control plane,
reporting of nonitoring and accounting information, reporting of
errors, etc. Note that the interaction between the CE and the LFB is
only abstract and indirect. The result of such an interaction is for
the CE to manipul ate the conmponents of the LFB instances.

An LFB can have one or nore inputs. Each input takes a pair of a

packet and its associ ated netadata. Depending upon the LFB i nput
port definition, the packet or the netadata may be all owed to be
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enpty (or equivalently to not be provided). Wen input arrives at an
LFB, either the packet or its associated netadata nmust be non-enpty
or there is effectively no input. (LFB operation generally may be
triggered by input arrival, by timers, or by other systemstate. It
is only in the case where the goal is to have input drive operation
that the input nmust be non-enpty.)

The LFB processes the input, and produces one or nore outputs, each
of which is a pair of a packet and its associated nmetadata. Again
dependi ng upon the LFB output port definition, either the packet or
the metadata may be allowed to be enpty (or equivalently to be
absent). Metadata attached to packets on output nay be netadata that
was received, or nmay be infornation about the packet processing that
may be used by later LFBs in the FEs packet processing.

A namespace is used to associate a unique name and ID with each LFB
cl ass. The namespace MJUST be extensible so that a new LFB cl ass can
be added | ater to accombdate future innovation in the forwarding

pl ane.

LFB operation is specified in the nodel to allow the CE to understand
the behavi or of the forwarding data path. For instance, the CE needs
to understand at what point in the data path the |IPv4 header TTL is
decremented by the FE. That is, the CE needs to knowif a contro
packet could be delivered to it either before or after this point in
the data path. In addition, the CE needs to understand where and
what type of header nodifications (e.g., tunnel header append or
strip) are perforned by the FEs. Further, the CE works to verify
that the various LFBs along a data path within an FE are conpati bl e
to link together. Connecting inconpatible LFB instances will produce
a non-working data path. So the nodel is designed to provide
sufficient information for the CE to nake this determ nation

Selecting the right granularity for describing the functions of the
LFBs is an inportant aspect of this nodel. There is value to vendors
if the operation of LFB classes can be expressed in sufficient detai
so that physical devices inplenenting different LFB functions can be
integrated easily into an FE design. However, the nodel, and the
associated library of LFBs, must not be so detailed and so specific
as to significantly constrain inplementations. Therefore, a sem -
formal specification is needed; that is, a text description of the
LFB operation (human readable), but sufficiently specific and

unanbi guous to allow confornmance testing and efficient design, so
that interoperability between different CEs and FEs can be achi eved.
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The LFB cl ass npdel specifies the follow ng, anong other infornmation:
o nunber of inputs and outputs (and whether they are configurable)

o netadata read/ consuned frominputs

o netadata produced at the outputs

0 packet types accepted at the inputs and enmitted at the outputs

o packet content nodifications (including encapsulation or
decapsul ati on)

o packet routing criteria (when nultiple outputs on an LFB are
present)

o packet tim ng nodifications
o packet flow ordering nodifications
0 LFB capability information conponents

0 events that can be detected by the LFB, with notification to the
CE

0o LFB operational conponents

Section 4 of this docunent provides a detail ed discussion of the LFB
nodel with a formal specification of LFB class schema. The rest of
Section 3.2 only intends to provide a conceptual overview of sone

i mportant issues in LFB nodeling, wthout covering all the specific
details.

3.2.1. LFB Qutputs
An LFB output is a conceptual port on an LFB that can send
information to another LFB. The information sent on that port is a
pair of a packet and associ ated netadata, one of which nmay be enpty.
(I'f both were enpty, there would be no output.)
A single LFB output can be connected to only one LFB input. This is
required to make the packet flow through the LFB topol ogy
unanbi guous.

Sone LFBs will have a single output, as depicted in Figure 3.a.

Hal pern & Hadi Salim St andards Track [ Page 18]



RFC 5812 For CES FE Mbdel March 2010

o + e +
| | | |
| | | QUT +-->
QUT +--> |
| | | EXCEPTI ONOUT  +- - >
| | | |
o + e +
a. One output b. Two distinct outputs
Fom e e e oo - + o e oo +
| | | EXCEPTI ONOUT  +- - >
| QUT: 1 +--> |
QuT: 2 +--> c auT: 1 +-->
| - +. | aT: 2 +-->
| aJT:n +--> | - +
R + | auT:n +-->
o e e e e e oo +
c. One output group d. One output and one output group

Figure 3: Exanples of LFBs with various output conbinations.

To accommpdate a non-trivial LFB topology, nultiple LFB outputs are
needed so that an LFB class can fork the data path. Two nechani sns
are provided for forking: multiple singleton outputs and out put
groups, which can be conbined in the same LFB cl ass.

Mul tiple separate singleton outputs are defined in an LFB class to
nodel a predeterm ned nunber of senantically different outputs. That
is, the LFB class definition MJST include the nunber of outputs,

i mpl yi ng the nunber of outputs is known when the LFB class is
defined. Additional singleton outputs cannot be created at LFB
instantiation time, nor can they be created on the fly after the LFB
is instantiated.

For exanple, an |IPv4 LPM (Longest-Prefix-Mtching) LFB may have one
out put (QUT) to send those packets for which the LPM I ook-up was
successful, passing a META ROUTEI D as netadata; and have anot her

out put ( EXCEPTI ONOUT) for sendi ng exception packets when the LPM

| ook-up failed. This exanple is depicted in Figure 3.b. Packets
emtted by these two outputs not only require different downstream
treatnent, but they are a result of two different conditions in the
LFB and each output carries different nmetadata. This concept assunes
that the nunber of distinct outputs is known when the LFB class is
defined. For each singleton output, the LFB class definition defines
the types of franes (packets) and netadata the output emts.
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An output group, on the other hand, is used to nodel the case where a
flow of simlar packets with an identical set of pernitted netadata
needs to be split into nultiple paths. |In this case, the nunber of
such paths is not known when the LFB class is defined because it is
not an inherent property of the LFB class. An output group consists
of a nunber of outputs, called the output instances of the group
where all output instances share the sane frane (packet) and netadata
em ssion definitions (see Figure 3.c). Each output instance can
connect to a different downstream LFB, just as if they were separate
singl eton outputs, but the nunber of output instances can differ

bet ween LFB i nstances of the sane LFB class. The class definition
may include a |l ower and/or an upper limt on the nunmber of outputs.
In addition, for configurable FEs, the FE capability infornmation may
define further Iimts on the nunber of instances in specific output
groups for certain LFBs. The actual number of output instances in a
group is a component of the LFB instance, which is read-only for
static topol ogies, and read-wite for dynam c topol ogies. The out put
instances in a group are nunbered sequentially, fromO to N1, and
are addressable fromwithin the LFB. To use Qutput Port groups, the
LFB has to have a built-in nmechanismto sel ect one specific output

i nstance for each packet. This nechanismis described in the textua
definition of the class and is typically configurable via some
attributes of the LFB

For exanple, consider a redirector LFB, whose sole purpose is to
direct packets to one of N downstream paths based on one of the

net adat a associ ated with each arriving packet. Such an LFB is fairly
versatile and can be used in nmany different places in a topol ogy.

For exanple, given LFBs that record the type of packet in a FRAMETYPE
net adatum or a packet rate class in a COLOR netadatum one nay uses
these netadata for branching. A redirector can be used to divide the
data path into an IPv4 and an | Pv6 path based on a FRAVETYPE

met adatum (N=2), or to fork into rate-specific paths after nmetering
using the COLOR netadatum (red, yellow, green; N=3), etc.

Using an output group in the above LFB class provides the desired
flexibility to adapt each instance of this class to the required
operation. The netadata to be used as a selector for the output
instance is a property of the LFB. For each packet, the value of the
specified metadata nmay be used as a direct index to the output
instance. Alternatively, the LFB nmay have a configurabl e sel ector
table that naps a netadatum val ue to output instance.

Note that other LFBs nmay al so use the output group concept to build
in simlar adaptive forking capability. For exanple, a classifier
LFB with one input and N outputs can be defined easily by using the
out put group concept. Alternatively, a classifier LFB with one
singleton output in conbination with an explicit N-output re-director
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3.

2

LFB nodel s the sanme processi ng behavior. The decision of whether to
use the output group nodel for a certain LFB class is left to the LFB
cl ass designers.

The nodel allows the output group to be conmbined with other singleton
output(s) in the sanme class, as denonstrated in Figure 3.d. The LFB
here has two types of outputs, QUT, for normal packet output, and
EXCEPTI ONOUT, for packets that triggered sone exception. The norna
OQUT has multiple instances; thus, it is an output group

In summary, the LFB class may define one output, multiple singleton
out puts, one or nore output groups, or a conbination thereof.

Mul tipl e singleton outputs should be used when the LFB nmust provide
for forking the data path and at |east one of the follow ng

condi tions hol d:

o the nunber of downstreamdirections is inherent fromthe
definition of the class and hence fi xed

o the frame type and set of permitted netadata enmitted on any of the
outputs are different fromwhat is enitted on the other outputs
(i.e., they cannot share their frametype and permitted mnetadata
definitions)

An output group is appropriate when the LFB rmust provide for forking
the data path and at |east one of the follow ng conditions hold:

o the nunber of downstreamdirections is not known when the LFB
class is defined

o the frame type and set of netadata emtted on these outputs are
sufficiently simlar or, ideally, identical, such they can share
the sane output definition

.2. LFB Inputs

An LFB input is a conceptual port on an LFB on which the LFB can
receive information fromother LFBs. The information is typically a
pair of a packet and its associated netadata. Either the packet or
the metadata may for some LFBs and sone situations be enpty. They
cannot both be enpty, as then there is no input.

For LFB instances that receive packets fromnore than one other LFB
i nstance (fan-in), there are three ways to nodel fan-in, al
supported by the LFB nodel and can all be combined in the same LFB:

o Inplicit nultiplexing via a single input
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o Explicit multiplexing via nmultiple singleton inputs
o Explicit nultiplexing via a group of inputs (input group)

The sinplest formof multiplexing uses a singleton input

(Figure 4.a). Mdst LFBs will have only one singleton input.
Multiplexing into a single input is possible because the nodel allows
nore than one LFB output to connect to the same LFB input. This
property applies to any LFB input w thout any special provisions in
the LFB class. Miltiplexing into a single input is applicable when
the packets fromthe upstream LFBs are simlar in frametype and
acconpanyi ng netadata, and require simlar processing. Note that
this nodel does not address how potential contention is handl ed when
mul tiple packets arrive sinultaneously. |f contention handling needs
to be explicitly nmodel ed, one of the other two nodeling solutions
must be used.

The second nethod to nodel fan-in uses individually defined singleton
inputs (Figure 4.b). This nodel is neant for situations where the
LFB needs to handl e distinct types of packet streans, requiring

i nput -specific handling inside the LFB, and where the nunber of such
di stinct cases is known when the LFB class is defined. For exanple,
an LFB that can performboth Layer 2 decapsul ation (to Layer 3) and
Layer 3 encapsulation (to Layer 2) may have two inputs, one for

recei ving Layer 2 frames for decapsul ation, and one for receiving
Layer 3 frames for encapsulation. This LFB type expects different
frames (L2 versus L3) at its inputs, each with different sets of

net adata, and would thus apply different processing on franes
arriving at these inputs. This nodel is capable of explicitly

addr essi ng packet contention by defining how the LFB class handl es
the contendi ng packets.

oo + o e e e i ee oo +

| LFB X oo+ |

Homme e + |
2 :

oo + Vi

| LFB Y +---+-->| i nput Met er LFB

e + N | |
L |

Fom e e +

| LFB Z | ---+ | |

oo + oo e e +

(a) An LFB connects with nultiple upstreamLFBs via a single input.
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oo + o e e e e +
| LFB X +-- -+ |
R + +-->|l ayer2 |
B + | |
+o-- o - - >| | ayer
LFB Y I 3 LFB
R + o e e e e e e oo oo - +

(b) An LFB connects with nultiple upstream LFBs via two separate
si ngl eton inputs.

) + e R ] +
| Queue LFB #1 +---+ | |
R LT + | |
. l
e +  +-->in:0  \
| Queue LFB #2 +------ >in:1 | input group |
oo + |. .. |
+-->ini N1/ |
o |
e LT + | |
| Queue LFB #N |---+ | Schedul er LFB |

(c) A Scheduler LFB uses an input group to differentiate which queue
LFB packets are coning from

Fi gure 4: Exanmples of LFBs with various input conbinations.

The third method to nodel fan-in uses the concept of an input group
The concept is sinmlar to the output group introduced in the previous
section and is depicted in Figure 4.c. An input group consists of a
nunber of input instances, all sharing the properties (sane frane and
net adat a expectations). The input instances are nunbered fromO to
N-1. Fromthe outside, these inputs appear as normal inputs, i.e.
any conpati bl e upstream LFB can connect its output to one of these

i nputs. Wien a packet is presented to the LFB at a particul ar input

i nstance, the index of the input where the packet arrived is known to
the LFB and this information nay be used in the internal processing.
For exanple, the input index can be used as a table selector, or as
an explicit precedence selector to resolve contention. As with

out put groups, the number of input instances in an input group is not
defined in the LFB class. However, the class definition may include
restrictions on the range of possible values. 1In addition, if an FE
supports configurable topologies, it may inpose further Iimtations
on the nunber of instances for particular port group(s) of a
particular LFB class. Wthin these limtations, different instances
of the sane class may have a different nunber of input instances.
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The nunber of actual input instances in the group is a conponent
defined in the LFB class, which is read-only for static topol ogies,
and is read-wite for configurable topol ogies.

As an example for the input group, consider the Schedul er LFB
depicted in Figure 4.c. Such an LFB receives packets from a nunber
of Queue LFBs via a nunber of input instances, and uses the input

i ndex information to control contention resolution and scheduling.

In summary, the LFB class may define one input, multiple singleton

i nputs, one or nore input groups, or a conbination thereof. Any
input allows for inplicit nultiplexing of simlar packet streans via
connecting multiple outputs to the sane input. Explicit nultiple
singleton inputs are useful when either the contention handling nust
be handl ed explicitly or when the LFB cl ass nust receive and process
a known nunber of distinct types of packet streans. An input group
i s suitable when contention handling nmust be nodel ed explicitly, but
the nunber of inputs is not inherent fromthe class (and hence is not
known when the class is defined), or when it is critical for LFB
operation to know exactly on which input the packet was received.

3.2.3. Packet Type

When LFB cl asses are defined, the input and output packet formats
(e.g., IPv4, 1 Pv6, Ethernet) MJIST be specified. These are the types
of packets that a given LFB input is capable of receiving and
processing, or that a given LFB output is capable of producing. This
nodel requires that distinct packet types be uniquely labeled with a
synmbol i ¢ nane and/or |D.

Note that each LFB has a set of packet types that it operates on, but
does not care whether the underlying inplenmentation is passing a
greater portion of the packets. For exanple, an IPv4 LFB might only
operate on | Pv4 packets, but the underlying inplenentation nay or may
not be stripping the L2 header before handing it over. Wether or
not such processing is happening is opaque to the CE

3.2.4. Metadata
Met adata is state that is passed fromone LFB to another al ongside a
packet. The netadata passed with the packet assists subsequent LFBs
to process that packet.

The For CES nodel defines netadata as precise atomc definitions in
the formof |abel, value pairs.
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The For CES nodel provides to the authors of LFB classes a way to
formal |y define how to achi eve netadata creation, nodification
readi ng, as well as consunption (deletion).

Inter-FE metadata, i.e., metadata crossing FEs, while it is likely to
be semantically simlar to this netadata, is out of scope for this
document .

Section 4 has infornmal details on netadata.
3.2.4.1. Metadata Lifecycle within the For CES Mde

Each netadatumis nodel ed as a <l abel, value> pair, where the | abe
identifies the type of information (e.g., "color"), and its val ue

hol ds the actual information (e.g., "red"). The |abel here is shown
as a textual |abel, but for protocol processing it is associated with
a unique nuneric value (identifier).

To ensure inter-operability between LFBs, the LFB class specification
must define what metadata the LFB cl ass "reads" or "consunmes" on its
i nput (s) and what netadata it "produces" on its output(s). For

maxi mum extensibility, this definition should specify neither which
LFBs the netadata is expected to come fromfor a consumer LFB nor

whi ch LFBs are expected to consune netadata for a given producer LFB

3.2.4.2. Metadata Production and Consunption

For a given metadatum on a given packet path, there MJUST be at | east
one producer LFB that creates that netadatum and SHOULD be at | east
one consumer LFB that needs that metadatum

In the For CES nodel, the producer and consumer LFBs of a netadatum
are not required to be adjacent. In addition, there may be nultiple
producers and consumers for the sane metadatum \When a packet path
i nvol ves mul tiple producers of the same metadatum then subsequent
producers overwite that metadatum val ue.

The netadata that is produced by an LFB is specified by the LFB class
definition on a per-output-port-group basis. A producer may al ways
generate the metadata on the port group, or may generate it only
under certain conditions. W call the former "unconditional™”

net adata, whereas the latter is "conditional" netadata. For exanple,
deep packet inspection LFB m ght produce several pieces of netadata
about the packet. The first nmetadatum mi ght be the I P protocol (TCP
UbP, SCTP, ...) being carried, and two additional netadata itens

m ght be the source and destination port nunmber. These additiona
netadata itenms are conditional on the value of the first netadatum
(IP carried protocol) as they are only produced for protocols that
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use port nunbers. |In the case of conditional netadata, it should be
possible to determine fromthe definition of the LFB when
"“conditional" nmetadata is produced. The consuner behavi or of an LFB
that is, the netadata that the LFB needs for its operation, is
defined in the LFB class definition on a per-input-port-group basis.
An input port group may "require" a given netadatum or nmay treat it
as "optional" information. 1In the latter case, the LFB cl ass
definition MUST explicitly define what happens if any optiona
netadata is not provided. One approach is to specify a default val ue
for each optional nmetadatum and assune that the default value is
used for any netadata that is not provided with the packet.

When specifying the netadata tags, sone harnonization effort nust be
nmade so that the producer LFB class uses the sane tag as its intended
consuner (s).

3.2.4.3. LFB Operations on Metadata

When the packet is processed by an LFB (i.e., between the tine it is
received and forwarded by the LFB), the LFB nay performread, wite,
and/ or consune operations on any active netadata associated with the
packet. If the LFB is considered to be a black box, one of the

foll owi ng operations is performed on each active nmetadatum

* | GNORE: ignores and forwards the netadatum
*  READ. reads and forwards the netadatum
*  READ/ RE-WRI TE: reads, over-wites, and forwards the netadatum

* WRITE: wites and forwards the nmetadatum (can al so be used to
create new net adat a)

*  READ- AND- CONSUVE: reads and consunes the netadatum
*  CONSUME: consunes met adatum wi t hout reading

The |l ast two operations termnate the life-cycle of the metadatum
nmeani ng that the metadatumis not forwarded with the packet when the
packet is sent to the next LFB

In the For CES nodel, a new netadatumis generated by an LFB when the
LFB applies a WRI TE operation to a netadatumtype that was not
present when the packet was received by the LFB. Such inplicit
creation may be unintentional by the LFB; that is, the LFB may apply
the WRI TE operation w thout knowi ng or caring whether or not the

gi ven nmetadatum existed. If it existed, the nmetadatum gets over-
witten; if it did not exist, the metadatumis created.
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For LFBs that insert packets into the nodel, WRITE is the only
nmeani ngf ul met adat a operati on.

For LFBs that rempve the packet fromthe nodel, they may either READ
AND- CONSUME (read) or CONSUME (ignore) each active metadatum
associ ated with the packet.

3.2.5. LFB Events

During operation, various conditions may occur that can be detected
by LFBs. Exanples range fromlink failure or restart to tinmer
expiration in special purpose LFBs. The CE may wish to be notified
of the occurrence of such events. The description of how such
nessages are sent, and their format, is part of the Forwardi ng and
Control El ement Separation (ForCES) protocol [RFC5810] docunent.

I ndi cati ng how such conditions are understood is part of the job of
thi s nodel

Events are declared in the LFB class definition. The LFB event
decl aration constitutes:

O a unique 32-bit identifier

0 An LFB conponent that is used to trigger the event. This entity
is known as the event target.

o Acondition that will happen to the event target that will result
in a generation of an event to the CE. Exanples of a condition
i ncl ude sonething getting created or del eted, a config change,
etc.

o Wiat should be reported to the CE by the FE if the decl ared
condition is met.

The decl aration of an event within an LFB class essentially defines
what part of the LFB conponent(s) need to be nonitored for events,
what condition on the LFB nonitored LFB conponent an FE shoul d detect
to trigger such an event, and what to report to the CE when the event
is triggered.

VWil e events may be declared by the LFB class definition, runtine
activity is controlled using built-in event properties using LFB
conponent properties (discussed in Section 3.2.6). A CE subscribes
to the events on an LFB class instance by setting an event property
for subscription. Each event has a subscription property that is by
default off. A CE wishing to receive a specific event needs to turn
on the subscription property at runtime.
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Event properties also provide semantics for runtine event filtering.
A CE may set an event property to further suppress events to which it
has al ready subscribed. The LFB nodel defines such filters to

i ncl ude threshold val ues, hysteresis, time intervals, number of
events, etc.

The contents of reports with events are designed to allow for the
comon, closely related information that the CE can be strongly
expected to need to react to the event. It is not intended to carry
information that the CE already has, |arge volunes of information, or
information related in conpl ex fashions.

From a conceptual point of view, at runtine, event processing is
split into:

1. Detection of something happening to the (declared during LFB
class definition) event target. Processing the next step happens
if the CE subscribed (at runtinme) to the event.

2. Checking of the (declared during LFB class definition) condition
on the LFB event target. |If the condition is nmet, proceed with
the next step.

3. Checking (runtinme set) event filters if they exist to see if the
event should be reported or suppressed. |If the event is to be
reported, proceed to the next step.

4. Submtting of the declared report to the CE
Section 4.7.6 discusses events in nore details.
3.2.6. Conponent Properties

LFBs and structures are made up of components, containing the
informati on that the CE needs to see and/or change about the
functioning of the LFB. These conponents, as described in detail in
Section 4.7, may be basic val ues, conplex structures (containing
mul ti pl e conponents thensel ves, each of which can be val ues,
structures, or tables), or tables (which contain values, structures,
or tables). Conponents may be defined such that their appearance in
LFB i nstances is optional. Conponents nmay be readable or witable at
the discretion of the FE i nplenentation. The CE needs to know these
properties. Additionally, certain kinds of conponents (arrays /

tabl es, aliases, and events) have additional property information
that the CE may need to read or wite. This nodel defines the
structure of the property information for all defined data types.

Section 4.8 describes properties in nore details.

Hal pern & Hadi Salim St andards Track [ Page 28]



RFC 5812 For CES FE Mbdel March 2010

3.2.7. LFB Versioning

LFB cl ass versioning is a nethod to enable increnental evolution of

LFB classes. In general, an FE is not allowed to contain an LFB
i nstance for nore than one version of a particular cl ass.
I nheritance (discussed next in Section 3.2.8) has special rules. |If

an FE data path nodel containing an LFB i nstance of a particul ar
class C al so sinultaneously contains an LFB instance of a class C
inherited fromclass C, C could have a different version than C .

LFB class versioning is supported by requiring a version string in
the class definition. CEs may support nultiple versions of a
particular LFB class to provide backward conpatibility, but FEs MJST
NOT support nmore than one version of a particular class.

Versioning is not restricted to maki ng backward-conpati bl e changes.

It is specifically expected to be used to nake changes that cannot be
represented by inheritance. Oten this will be to correct errors,
and hence may not be backward conpatible. It nay also be used to
renove conponents that are not considered useful (particularly if
they were previously nandatory, and hence were an inpl enentation

i mpedi ment) .

3.2.8. LFB Inheritance

LFB class inheritance is supported in the FE nodel as a nethod to
define new LFB cl asses. This also allows FE vendors to add vendor -
specific extensions to standardi zed LFBs. An LFB class specification
MJST specify the base class and version nunber it inherits from(the
default is the base LFB class). Miltiple inheritance is not allowed,
however, to avoid unnecessary conplexity.

I nheritance shoul d be used only when there is significant reuse of
the base LFB class definition. A separate LFB class should be
defined if little or no reuse is possible between the derived and the
base LFB cl ass.

An interesting issue related to class inheritance is backward
conpatibility between a descendant and an ancestor class. Consider
the follow ng hypothetical scenario where a standardi zed LFB cl ass
"L1" exists. Vendor A builds an FE that inplenents LFB "L1", and
vendor B builds a CE that can recognize and operate on LFB "L1".
Suppose that a new LFB class, "L2", is defined based on the existing
"L1" class by extending its capabilities incrementally. Let us

exam ne the FE backward-conpatibility issue by considering what woul d
happen i f vendor B upgrades its FE from"L1" to "L2" and vendor C's
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CE is not changed. The old L1-based CE can interoperate with the new
L2-based FE if the derived LFB class "L2" is indeed backward
conpatible with the base class "L1".

The reverse scenario is a nmuch | ess problematic case, i.e., when CE
vendor B upgrades to the new LFB class "L2", but the FE is not
upgraded. Note that as long as the CE is capable of working with

ol der LFB cl asses, this problem does not affect the nodel; hence we
will use the term "backward conpatibility" to refer to the first
scenari o concerni ng FE backward conpatibility.

Backward conpatibility can be designed into the inheritance nodel by
constraining LFB inheritance to require that the derived class be a
functional superset of the base class (i.e., the derived class can
only add functions to the base class, but not remove functions).
Additionally, the followi ng mechanisnms are required to support FE
backward compatibility:

1. \When detecting an LFB instance of an LFB type that is unknown to
the CE, the CE MUST be able to query the base class of such an
LFB fromthe FE.

2. The LFB instance on the FE SHOULD support a backward-
conpatibility nmbde (neaning the LFB instance reverts itself back
to the base class instance), and the CE SHOULD be able to
configure the LFB to run in such a node

3.3. ForCES Model Addressing
Figure 5 denponstrates the abstraction of the different ForCES nodel
entities. The ForCES protocol provides the nechanismto uniquely
identify any of the LFB class instance conmponents.

FE Address = FEO1

oo o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e a oo o +
| |
I + S + |
| | LFB O asslD 1] | LFB C assl D 91|

| | Instancel D 3 | ============>|InstancelD 3 |======>...

| ] + | | e + | |
| | | Components| | | | Conponents| | |
IURESEEEEEEEE. + ] | e + |
I + S + |
| |
R T I L LR +

Figure 5: FE entity hierarchy.
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At the top of the addressing hierarchy is the FE identifier. |In the
exanpl e above, the 32-bit FE identifier is illustrated with the
mmenoni ¢ FEO1. The next 32-bit entity selector is the LFB d assl D

In the illustration above, two LFB classes with identifiers 1 and 91
are denonstrated. The exanple above further illustrates one instance
of each of the two classes. The scope of the 32-bit LFB class
instance identifier is valid only within the LFB class. To enphasi ze
that point, each of class 1 and 91 has an instance of 3.

Usi ng the described addressi ng scheme, a message could be sent to
address FEO1, LFB ClasslD 1, LFB InstancelD 3, utilizing the ForCES
protocol. However, to be effective, such a nessage would have to
target entities within an LFB. These entities could be carrying
state, capability, etc. These are further illustrated in Figure 6
bel ow.

LFB Class ID 1, Instancel D 3 Conmponents

o e m e e e e e e e e e e e e e e e oo - +
| |
| LFB Component|D 1 |
| +--mme - + |
|| |
| +----mmmm - + |
| |
| LFB Conponent| D 31

| +--mmm e + |
|| |
| o e e e e e e e o + |
| |
| LFB Conponent| D 51 |
| +--mmmm e + |
| | LFB Conponent|D 89 | |
| ] oA v |
||| || |
| ] + ] |
| - + |
| |
| |
T +

Figure 6: LFB hierarchy.

Figure 6 zoons into the conponents carried by LFB Class ID 1, LFB
I nstancel D 3 fromFigure 5.
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The exanpl e shows three components with 32-bit conponent identifiers
1, 31, and 51. LFB ConponentlD 51 is a conplex structure
encapsulating within it an entity with LFB Conponentl D 89. LFB
Conponent I D 89 could be a conplex structure itself, but is restricted
in the exanple for the sake of clarity.

3.3.1. Addressing LFB Conponents: Paths and Keys

As nentioned above, LFB conponents coul d be conplex structures, such
as a table, or even nore conplex structures such as a tabl e whose
cells are further tables, etc. The ForCES nodel XM schema

(Section 4) allows for uniquely identifying anything with such
conplexity, utilizing the concept of dot-annotated static paths and
content addressing of paths as derived fromkeys. As an example, if
LFB Component| D 51 were a structure, then the path to LFB Conponent| D
89 above will be 51.89.

LFB ConponentI D 51 might represent a table (an array). |In that case
to select the LFB conponent with ID 89 fromwithin the 7th entry of
the table, one would use the path 51.7.89. |In addition to supporting
explicit table element selection by including an index in the dotted
path, the nodel supports identifying table elenents by their

contents. This is referred to as using keys, or key indexing. So,
as a further exanple, if ConmponentlD 51 was a table that was key

i ndex-abl e, then a key describing content could al so be passed by the
CE, along with path 51 to select the table, and followed by the path
89 to select the table structure el enent, which upon conputation by
the FE woul d resolve to the LFB Conponentl D 89 within the specified
table entry.

3.4. FE Data Path Mbdeling

Packets conming into the FE fromingress ports generally flow through
one or nore LFBs before |eaving out of the egress ports. How an FE
treats a packet depends on many factors, such as type of the packet
(e.g., I1Pv4, 1Pv6, or MPLS), header values, tine of arrival, etc.

The result of LFB processing may have an inpact on how the packet is
to be treated in downstream LFBs. This differentiation of packet
treatnent downstream can be conceptualized as having alternative data
paths in the FE. For exanple, the result of a 6-tuple classification
performed by a classifier LFB could control which rate meter is
applied to the packet by a rate meter LFBin a |later stage in the
dat a path.

LFB topology is a directed graph representation of the |ogical data

paths within an FE, with the nodes representing the LFB instances and
the directed link depicting the packet flow direction fromone LFB to
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the next. Section 3.4.1 discusses how the FE data paths can be
nodel ed as LFB topol ogy, while Section 3.4.2 focuses on issues
related to LFB topol ogy reconfiguration

3.4.1. Aternative Approaches for Mdeling FE Data Paths
There are two basic ways to express the differentiation in packet
treatnment within an FE, one represents the data path directly and
graphi cally (topol ogical approach) and the other utilizes metadata
(the encoded state approach).

o Topol ogi cal Approach

Using this approach, differential packet treatment is expressed by

splitting the LFB topology into alternative paths. In other words,
if the result of an LFB operation controls how the packet is further
processed, then such an LFB will have separate output ports, one for

each alternative treatnent, connected to separate sub-graphs, each
expressing the respective treatnent downstream

o Encoded State Approach

An alternate way of expressing differential treatment is by using
netadata. The result of the operation of an LFB can be encoded in a
net adatum which is passed along with the packet to downstream LFBs.
A downstream LFB, in turn, can use the nmetadata and its value (e.g.
as an index into sone table) to deternine howto treat the packet.

Theoretically, either approach could substitute for the other, so one
coul d consider using a single pure approach to describe all data
paths in an FE. However, neither nodel by itself results in the best
representation for all practically relevant cases. For a given FE
with certain | ogical data paths, applying the two different nodeling
approaches will result in very different |ooking LFB topol ogy graphs.
A nodel using only the topol ogi cal approach may require a very | arge
graph with many links or paths, and nodes (i.e., LFB instances) to
express all alternative data paths. On the other hand, a nodel using
only the encoded state nodel would be restricted to a string of LFBs,
which is not an intuitive way to describe different data paths (such
as MPLS and I Pv4). Therefore, a mx of these two approaches will
likely be used for a practical nodel. 1In fact, as we illustrate

bel ow, the two approaches can be m xed even within the sane LFB.

Using a sinple exanple of a classifier with N classification outputs
foll owed by other LFBs, Figure 7.a shows what the LFB topol ogy | ooks
i ke when using the pure topol ogi cal approach. Each output fromthe
classifier goes to one of the N LFBs where no netadata i s needed.

The topol ogi cal approach is sinple, straightforward, and graphically
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intuitive. However, if Nis large and the N nodes follow ng the
classifier (LFB#1, LFB#2, ..., LFB#N) all belong to the same LFB type
(e.g., neter), but each has its own independent conponents, the

encoded state approach gives a much sinpler topology representation

as shown in Figure 7.

table of N rows of neter conponents be provided in the Meter
with each row representing the attributes for one neter
A metadatum Mis al so needed to pass along with the packet

itself,
i nst ance.
P fromthe classifier
| ook-up key (index) t
t hat shoul d be used f

What if those N nodes (LFB#1l, LFB#2, ...,
type? For exanple,

nmeters, what

is still possible to

pure encoded state approach
appears to be the best option.
dat a pat hs using the topol ogica
i nstances di stingui shed by netadata only,

functiona
the N1 neter
Fi gure 7.c.

(a) Using pure topol ogica

Hal pern & Hadi Salim

is the best way to represent such data paths?

b. The encoded state approach requires that a

node

to the neter, so that the meter can use Mas a
o find the corresponding row of the attributes
or any particul ar packet P.

LFB#N) are not of the sane

if LFB#1 is a queue while the rest are al

VWhile it
use either the pure topol ogi cal approach or the
the natural conbination of the two
Figure 7.c depicts two different
approach while | eaving
as shown in

[ T +
P | LFB#1
Fommmm e >| (Conpon- 1) |
| T N
+ P Hoo-o--o - +
.......... > LFB#2
| (Conpon-2) |
T +
+ .
| P oo N
e s >| LFB#N
| (Compon-N) |
[ T +
appr oach

St andards Track [ Page 34]



RFC 5812 For CES FE Mbdel March 2010

U + U +
| 1] | Met er |
| 2| (P, M | (Conpon-1) |
| 3 oo >l (Compon-2) |
| N| | (Compon-N) |
U + U +

(b) Using pure encoded state approach to represent the LFB
topology in 5(a), if LFB#1, LFB#2, ..., and LFB#N are of the
same type (e.g., neter).

U +
A + (P, M | queue
| I R RREEEE > (Conpon-1) |
| 2| L +
| 3 (B, M At +
| | ------------- >| Met er |
| N | (Conpon-2) |
LeEEEEE R + | e
| (Compon-N) |
Fom e e e e oo - +
(c) Using a conmbination of the two, if LFB#1, LFB#2, ..., and

LFB#N are of different types (e.g., queue and neter).
Figure 7: An exanple of how to nodel FE data paths.

Fromthis exanple, we denmponstrate that each approach has a distinct
advant age depending on the situation. Using the encoded state
approach, fewer connections are typically needed between a fan-out
node and its next LFB instances of the sane type because each packet
carries metadata the foll owi ng nodes can interpret and hence invoke a
di fferent packet treatment. For those cases, a pure topol ogica
approach forces one to build el aborate graphs with many nore
connections and often results in an unwi el dy graph. On the other
hand, a topol ogical approach is the nobst intuitive for representing
functionally different data paths.

For compl ex topol ogi es, a conbination of the two is the nost

flexible. A general design guideline is provided to indicate which
approach is best used for a particular situation. The topol ogica
approach should primarily be used when the packet data path forks to
di stinct LFB classes (not just distinct paranmeterizations of the sane
LFB cl ass), and when the fan-outs do not require changes, such as
addi ng/ renovi ng LFB outputs, or require only very infrequent changes.
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Configuration information that needs to change frequently shoul d be
expressed by using the internal attributes of one or nore LFBs (and
hence using the encoded state approach).

oo e e e e e e e e e e e e e e m oo - +
| |
S + V S + S e + |
| || | [if IP-in-1P | |
---->| ingress |->+----- > classifier|---------- >| Decap.|---->---+
| ports | | |---+ | |
e + e + | others +------ +
|
\%

(a) The LFB topology with a logical |oop

Fomm - + TSR + S R, + TSR +
| | | [if IP-in-1P | | |
--->|ingress|-->|classifierl|----------- >| Decap. | -->+cl assifier2|->
| ports | | |----+ | | |
- + e + | others +------ + e +
|
\Y,

(b) The LFB topol ogy without the |oop utilizing two independent
classifier instances.

Figure 8 An LFB topol ogy exanple.

It is inmportant to point out that the LFB topol ogy described here is
the | ogical topology, not the physical topol ogy of how the FE
hardware is actually laid out. Neverthel ess, the actua

i mpl enentation may still influence how the functionality is napped to
the LFB topology. Figure 8 shows one sinple FE exanple. In this
exanple, an IP-in-1P packet froman |IPsec application |ike VPN may go
to the classifier first and have the classification done based on the
outer | P header. Upon being classified as an IP-in-1P packet, the
packet is then sent to a decapsulator to strip off the outer IP
header, followed by a classifier again to performclassification on
the inner IP header. |If the sane classifier hardware or software is
used for both outer and inner |P header classification with the same
set of filtering rules, a logical loop is naturally present in the
LFB topol ogy, as shown in Figure 8.a. However, if the classification
is inmplenmented by two different pieces of hardware or software with
different filters (i.e., one set of filters for the outer |IP header
and anot her set for the inner |IP header), then it is nore natural to
nodel themas two different instances of classifier LFB, as shown in
Figure 8.D.
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3.4.2. Configuring the LFB Topol ogy

Wiile there is little doubt that an individual LFB rmust be
configurable, the configurability question is nore conplicated for
LFB topology. Since the LFB topology is really the graphic
representation of the data paths within an FE, configuring the LFB

t opol ogy nmeans dynani cal | y changi ng the data paths, including
changi ng the LFBs al ong the data paths on an FE (e.g., creating/
instantiating, updating, or deleting LFBs) and setting up or deleting
i nterconnections between outputs of upstream LFBs to inputs of

downst ream LFBs.

Wiy woul d the data paths on an FE ever change dynanically? The data
paths on an FE are set up by the CE to provide certain data pl ane
services (e.g., Diffserv, VPN to the network elenment’s (NE)
customers. The purpose of reconfiguring the data paths is to enable
the CE to custom ze the services the NE is delivering at run tine.
The CE needs to change the data paths when the service requirenents
change, such as adding a new custonmer or when an existing custoner
changes their service. However, note that not all data path changes
result in changes in the LFB topol ogy graph. Changes in the graph
are dependent on the approach used to map the data paths into LFB
topol ogy. As discussed in Section 3.4.1, the topol ogical approach
and encoded state approach can result in very different |ooking LFB
topol ogies for the sane data paths. 1In general, an LFB topol ogy
based on a pure topol ogical approach is likely to experience nore
frequent topology reconfiguration than one based on an encoded state
approach. However, even an LFB topol ogy based entirely on an encoded
state approach may have to change the topol ogy at times, for exanple,
to bypass sone LFBs or insert new LFBs. Since a mix of these two
approaches is used to nodel the data paths, LFB topol ogy
reconfiguration is considered an i nportant aspect of the FE nodel

We want to point out that allow ng a configurable LFB topology in the
FE nmodel does not nandate that all FEs are required to have this
capability. Even if an FE supports configurable LFB topol ogy, the FE
may inpose linitations on what can actually be configured.

Per f or mance- opti m zed hardware i npl enentati ons nay have zero or very
l[imted configurability, while FE inplenentations running on network
processors may provide nore flexibility and configurability. It is
entirely up to the FE designers to decide whether or not the FE
actually inplenments reconfiguration and if so, how nuch. Whether a
sinple runtime switch is used to enable or disable (i.e., bypass)
certain LFBs, or nore flexible software reconfiguration is used, is
an inmpl ementation detail internal to the FE and outside the scope of
the FE nodel. 1In either case, the CE(s) MJST be able to learn the
FE' s configuration capabilities. Therefore, the FE nodel MJST
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provi de a nechani smfor describing the LFB topol ogy configuration
capabilities of an FE. These capabilities may include (see Section 5
for full details):

o Wich LFB cl asses the FE can instantiate

o The maxi mum nunber of instances of the sane LFB class that can be
creat ed

0 Any topological limtations, for exanple:

*  The maxi mum nunber of instances of the sanme class or any class
that can be created on any given branch of the graph

* Ordering restrictions on LFBs (e.g., any instance of LFB cl ass
A must be al ways downstream of any instance of LFB cl ass B)

The CE needs sone programmng help in order to cope with the range of
conplexity. |In other words, even when the CE is allowed to configure
LFB topology for the FE, the CE is not expected to be able to
interpret an arbitrary LFB topol ogy and determni ne which specific
service or application (e.g., VPN, Diffserv) is supported by the FE
However, once the CE understands the coarse capability of an FE, the
CE MUST configure the LFB topology to inplenent the network service
the NE is supposed to provide. Thus, the mapping the CE has to
understand is fromthe high-level NE service to a specific LFB

topol ogy, not the other way around. The CE is not expected to have
the ultimate intelligence to translate any high-level service policy
into the configuration data for the FEs. However, it is conceivable
that within a given network service domain, a certain anount of
intelligence can be progranmed into the CE to give the CE a genera
under standi ng of the LFBs involved to allow the translation froma

hi gh-1evel service policy to the |owlevel FE configuration to be
done automatically. Note that this is considered an inplenmentation
issue internal to the control plane and outside the scope of the FE
nodel . Therefore, it is not discussed any further in this docunent.
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Fomme e oo + Fom e e oo +
---->| Ingress |---->|classifier |-------------- +
| | | chip | |
S + S + |
\Y;
o m m e e e e e e e e e e e e e e e e e e e oo oo +
TR + | Net wor k Processor |
<----| Egress | | S RS + S RS + S - + |
Fommm - + | | Meter | | Mar ker | | Dropper | |
N | [ + [ + B + |
| | |
Fomm e m e R, + |
| | |
| - + - + S RS + - +
| | Forwar der | <------ | Schedul er | <- -] Queue | | Counter |
| B R + B R + [ + B R +
T +

Figure 9: The capability of an FE as reported to the CE

Figure 9 shows an exanpl e where a QoS-enabled (quality-of-service)
router has several |line cards that have a few ingress ports and
egress ports, a specialized classification chip, and a network
processor containing codes for FE blocks |ike neter, marker, dropper
counter, queue, scheduler, and |IPv4 forwarder. Sone of the LFB
topology is already fixed and has to remain static due to the

physi cal |ayout of the line cards. For exanple, all of the ingress
ports might be hardwired into the classification chip so all packets
flow fromthe ingress port into the classification engine. On the

ot her hand, the LFBs on the network processor and their execution
order are programuable. However, certain capacity limts and |inkage
constraints could exist between these LFBs. Exanples of the capacity
[imts mght be:

0O 8 neters
o 16 queues in one FE
o the schedul er can handle at nmost up to 16 queues
o The linkage constraints mght dictate that:
* the classification engine my be foll owed by:
+ a neter

+ nmarker

Hal pern & Hadi Salim St andards Track [ Page 39]



RFC 5812 For CES FE Mbdel March 2010

+ dropper
+ counter
+ queue or |Pv4 forwarder, but not a schedul er
* queues can only be foll owed by a schedul er
* a schedul er must be followed by the | Pv4d forwarder

* the last LFB in the data path before going into the egress
ports nust be the I Pv4 forwarder

oo - - + S + +-- -+

| Al--->Queuel |--------------------- >|
------ >| | B | | +-- -+
| | | || |
| | Ho-o oo + Ho-o-- - + | || |
| Bl ---> Meterl |----- >| Queue2 |------ >| | - > |
| | | Homoo-- + | || |
| | | | --+ | || |
+-- - - + B + | B + | | +---+
classifier +-->| Dropper | | | | Pv4

tomm- - + +--+  PFwd.
Schedul er

Figure 10: An LFB topol ogy as configured
by the CE and accepted by the FE

Once the FE reports these capabilities and capacity limts to the CE
it isnowuptothe CEto translate the QS policy into a desirable
configuration for the FE. Figure 9 depicts the FE capability, while
Figure 10 and Figure 11 depict two different topol ogies that the CE
may request the FE to configure. Note that Figure 11 is not fully
drawn, as inter-LFB |inks are included to suggest potentia
conplexity, without drawing in the endpoints of all such |inks.
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Queuel
+---4 +- -+
| A > |-+
> | I
| | Bl--+ +--+ +- -+ +--+ |
| -+ |
| Meterl +-> [|-->] | |
| N |
| +- -+ +- -+ | | Pv4
| Counterl1 Dropperl Qeue?| +--+  Fwd.
+- - -+ | +--+ +--->|A | +- +
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Figure 11: Another LFB topol ogy as configured
by the CE and accepted by the FE

Note that both the ingress and egress are omitted in Figure 10 and
Figure 11 to sinplify the representation. The topology in Figure 11
is considerably nmore conplex than Figure 10, but both are feasible
within the FE capabilities, and so the FE should accept either
configuration request fromthe CE

4. Model and Scherma for LFB C asses
The main goal of the FE nodel is to provide an abstract, generic,
nmodul ar, inplementation-independent representation of the FEs. This

is facilitated using the concept of LFBs, which are instantiated from
LFB cl asses. LFB cl asses and associated definitions will be provided
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in a collection of XML docunents. The collection of these XM.
docunents is called an LFB class library, and each docunent is called
an LFB class library docunent (or library docunent, for short). Each
of the library documents MUST conformto the schema presented in this
section. The schema here and the rules for conformng to the schema
are those defined by the WBC in the definitions of XML schema in XM
schema [ Schemal] and XM. schema Dat aTypes [ Schema2]. The root

el enent of the library docunent is the <LFBLi brary> el enent.

It is not expected that |ibrary docurments will be exchanged between
FEs and CEs "over-the-wire". But the nodel will serve as an

i nportant reference for the design and devel opment of the CEs
(software) and FEs (nostly the software part). It will also serve as
a design input when specifying the ForCES protocol elenents for CE-FE
comuni cati on.

The foll owi ng sections describe the portions of an LFBLi brary XM
docunent. The descriptions primarily provide the necessary senantic
i nformati on to understand the nmeani ng and uses of the XM. el enents.
The XML schena bel ow provides the final definition on what el enents
are pernmtted, and their base syntax. Unfortunately, due to the
l[imtations of English and XM., there are constraints described in
the semantic sections that are not fully captured in the XM. schema
so both sets of information need to be used to build a conpliant
library docurent.

4.1. Nanespace
A namespace is needed to uniquely identify the LFB type in the LFB
class library. The reference to the nanmespace definition is
contained in Section 9, | ANA Consi derations.

4.2. <LFBLi brary> El enent
The <LFBLi brary> el ement serves as a root elenent of all library
docunents. A library docunent contains a sequence of top-Ileve
elements. The following is a list of all the elenments that can occur
directly in the <LFBLi brary> elenment. |f they occur, they nust occur
in the order I|isted.

0 <description> providing a text description of the purpose of the
library docurent,

0 <load> for loading information fromother |ibrary docunents,

o <frameDefs> for the franme decl arati ons,
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o <dataTypeDefs> for defining conmon data types,
0o <metadataDefs> for defining netadata, and
0 <LFBC assDefs> for defining LFB cl asses.

Each el enment is optional. One |library docurment may contain only
nmet adata definitions, another may contain only LFB class definitions,
and yet another may contain all of the above.

A library docunment can inport other library docunents if it needs to
refer to definitions contained in the included docunent. This
concept is simlar to the "#include" directive in the C progranm ng
| anguage. Inporting is expressed by the use of <|load> el enents,

whi ch must precede all the above elements in the docunent. For

uni que referencing, each LFBLi brary instance docunent has a unique

| abel defined in the "provide" attribute of the LFBLibrary el enent.
Note that what this perforns is a ForCES inclusion, not an XM
inclusion. The senmantic content of the library referenced by the

<l oad> el ement is included, not the xm content. Also, in ternms of
the conceptual processing of <l oad> elenents, the total set of
docunents | oaded is considered to forma single docunent for
processing. A given docunment is included in this set only once, even
if it is referenced by <l oad> el ements several tines, even from
several different files. As the processing of LFBLibrary information
is not order dependent, the order for processing |oaded elenments is
up to the inplenentor, as long as the total effect is as if all of
the information fromall the files were available for referencing
when needed. Note that such computer processing of For CES npde
library docurments nmay be hel pful for various inplenentations, but is
not required to define the libraries, or for the actual operation of
the protocol itself.

The following is a skeleton of a library docunent:
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<?xm version="1.0" encodi ng="UTF-8"7?>
<LFBLi brary xm ns="urn:ietf:params: xm :ns:forces:|fbnodel:1.0"
provi des="this_library">

<descri pti on>
</ descri ption>

<!-- Loading external libraries (optional) -->
<l oad library="another_Ilibrary"/>

<!-- FRAME TYPE DEFI NI TIONS (optional) -->
<f r ameDef s>

<)f}aneDefs>

<!-- DATA TYPE DEFI NI TIONS (optional) -->
<dat aTypeDef s>

<)détaTypeDefs>

<!-- METADATA DEFI NI TIONS (optional) -->
<net adat aDef s>

<) ﬁét adat aDef s>

<I--

LFB CLASS DEFI NI TIONS (optional) -->
<LFBCLassDef s>

</ LFBCLassDef s>
</ LFBLi br ary>

4.3. <|load> El enent

This element is used to refer to another LFB |library docunent.
Simlar to the "#include" directive in C, this makes the objects
(metadata types, data types, etc.) defined in the referred library
docunent avail able for referencing in the current docunent.

The | oad el ement MJST contain the |label of the library docunent to be
i ncl uded and MAY contain a URL to specify where the library can be
retrieved. The | oad el ement can be repeated unlimted tines. Bel ow
are three examples for the <l oad> el enents:
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<load library="a library"/>
<load library="another library" |ocation="another |ib.xm"/>
<l oad library="yetanother_Ilibrary"
| ocati on="http://ww. exanpl e. coni forces/1.0/Ifbnodel /| pm xm "/ >

4. 4. <franeDefs> Element for Frame Type Decl arations

Frame nanes are used in the LFB definition to define the types of

franes the LFB expects at its input port(s) and enmits at its output
port(s). The <franeDefs> optional element in the |library docunent
contai ns one or nore <franeDef> el enents, each declaring one frane

t ype.

Each frame definition MJST contain a unique name (NMIOKEN) and a
brief synopsis. |In addition, an optional detailed description MAY be
provi ded.

Uni queness of frame types MJUST be ensured anong frame types defined
in the same library docunment and in all directly or indirectly
i ncluded library docunents.

The foll owi ng exanpl e defines two frame types:

<f rameDef s>
<f r ameDef >
<nane>i pv4</ name>
<synopsi s>l Pv4 packet </ synopsi s>
<descri pti on>
This frame type refers to an | Pv4 packet.
</ description>
</ frameDef >
<f r ameDef >
<nane>i pv6</ nanme>
<synopsi s>l Pv6 packet </ synopsi s>
<descri pti on>
This frame type refers to an | Pv6 packet.
</ description>
</ frameDef >

</f}éneDefs>

4.5. <dataTypeDefs> El enent for Data Type Definitions
The (optional) <dataTypeDefs> el enment can be used to define comonly
used data types. It contains one or nore <dataTypeDef> el ements,

each defining a data type with a uni que name. Such data types can be
used in several places in the library documents, including:
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o Defining other data types
o Defining conponents of LFB cl asses

This is simlar to the concept of having a conon header file for
shared data types.

Each <dat aTypeDef > el enent MJST contain a uni que name (NMIOKEN), a
brief synopsis, and a type definition element. The name MJST be

uni que anong all data types defined in the same |ibrary docunent and
in any directly or indirectly included |ibrary docunments. The

<dat aTypeDef > el enent MAY al so include an optional |onger
description, for exanple:

<dat aTypeDef s>
<dat aTypeDef >
<nane>i eeenmacaddr </ name>
<synopsi s>48-bit | EEE MAC addr ess</ synopsi s>
... type definition ..
</ dat aTypeDef >
<dat aTypeDef >
<name>i pv4addr </ nane>
<synopsi s>l Pv4 addr ess</ synopsi s>
... type definition ..
</ dat aTypeDef >

</défaTypeDefs>

There are two kinds of data types: atomic and conpound. Atom c data
types are appropriate for single-value variables (e.g., integer
string, byte array).

The following built-in atomc data types are provi ded, but additiona

atom c data types can be defined with the <typeRef> and <atonic>
el enent s:
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<nane> Meani ng

char 8-bit signed integer

uchar 8-bit unsigned integer

intl1l6 16-bit signed integer

uintl16 16-bit unsigned integer

i nt32 32-bit signed integer

ui nt 32 32-bit unsigned integer

i nt 64 64-bit signed integer

ui nt 64 64-bit unsigned integer

bool ean A true / false value where
0 =false, 1 =true

string[ N A UTF-8 string represented in at nost
N octets

string A UTF-8 string without a configured
storage length limt

byt e[ N| A byte array of N bytes

octetstring[N| A buffer of N octets, which MAY

contain fewer than N octets. Hence
the encoded value will always have

a |l ength.
fl oat 32 32-bit | EEE floating point number
fl oat 64 64-bit | EEE fl oating point number

These built-in data types can be readily used to define netadata or
LFB attributes, but can also be used as building bl ocks when defining
new data types. The boolean data type is defined here because it is
so comon, even though it can be built by sub-rangi ng the uchar data
type, as defined under atom c types (Section 4.5.2).

Conpound data types can build on atonic data types and ot her conpound
data types. Conpound data types can be defined in one of four ways.
They may be defined as an array of conponents of sonme conpound or
atomic data type. They may be a structure of named conponents of
conpound or atomic data types (cf. C structures). They nmay be a

uni on of named conponents of conpound or atomic data types (cf. C
unions). They nmay al so be defined as augnentations (explained in
Section 4.5.7) of existing compound data types.

G ven that the ForCES protocol will be getting and setting conmponent
val ues, all atom c data types used here nust be able to be conveyed
in the ForCES protocol. Further, the ForCES protocol will need a
nechani smto convey conmpound data types. However, the details of
such representations are for the ForCES protocol [RFC5810] docunent
to define, not the nodel docunent. Strings and octetstrings nust be
conveyed by the protocol with their Iength, as they are not
delimted, the value does not itself include the | ength, and these
itens are variable |ength.
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Wth regard to strings, this nodel defines a small set of
restrictions and definitions on how they are structured. String and
octetstring length limts can be specified in the LFB cl ass
definitions. The conponent properties for string and octetstring
conponents al so contain actual lengths and length limts. This
duplication of limts is to allow for inplenentations with smaller
limts than the maximumlinits specified in the LFB class definition
In all cases, these lengths are specified in octets, not in
characters. In ternms of protocol operation, as long as the specified
length is within the FE's supported capabilities, the FE stores the
contents of a string exactly as provided by the CE, and returns those
contents when requested. No canonicalization, transformations, or
equi val ences are perfornmed by the FE. Conponents of type string (or
string[n]) MAY be used to hold identifiers for correlation with
conponents in other LFBs. In such cases, an exact octet for octet
match is used. No equival ences are used by the FE or CE in
perform ng that matching. The ForCES protocol [RFC5810] does not
performor require validation of the content of UTF-8 strings.
However, UTF-8 strings SHOULD be encoded in the shortest formto
avoid potential security issues described in [UNICODE]. Any entity
di spl ayi ng such strings is expected to performits own validation
(for example, for correct multi-byte characters, and for ensuring
that the string does not end in the mddle of a nulti-byte sequence).
Specific LFB class definitions MAY restrict the valid contents of a
string as suited to the particul ar usage (for exanple, a conponent
that holds a DNS nane woul d be restricted to hold only octets valid
in such a nane). FEs should validate the contents of SET requests
for such restricted components at the time the set is perforned, just
as range checks for range-linmted conponents are performed. The

For CES protocol behavior defines the nornmative processing for
requests using that protocol

For the definition of the actual type in the <dataTypeDef> el ement,
the followi ng elements are avail abl e: <typeRef>, <atom c>, <array>
<struct>, and <uni on>.

The predefined type alias is somewhere between the atonmic and
conpound data types. Alias is used to allow a conponent inside an
LFB to be an indirect reference to another component inside the sane
or a different LFB class or instance. The alias conponent behaves
like a structure, one component of which has special behavior. G ven
that the special behavior is tied to the other parts of the
structure, the conpound result is treated as a predefined construct.
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4.5.1. <typeRef> Elenment for Renam ng Existing Data Types

The <typeRef> elenent refers to an existing data type by its name.
The referred data type MJST be defined either in the same library
docunent or in one of the included library docunments. |If the
referred data type is an atomic data type, the newy defined type
will also be regarded as atomic. |If the referred data type is a
conpound type, the new type will also be conpound. Sone usage
exanpl es fol | ow

<dat aTypeDef >
<nane>short </ nane>
<synopsis>Alias to intl1l6</synopsis>
<t ypeRef >i nt 16</t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nane>i eeenmacaddr </ name>
<synopsi s>48-bit | EEE MAC addr ess</ synopsi s>
<t ypeRef >byt e[ 6] </t ypeRef >
</ dat aTypeDef >

4.5.2. <atomc> Element for Deriving New Atom c Types

The <atomic> elenent allows the definition of a new atomc type from
an existing atonmc type, applying range restrictions and/or providing
speci al enumerated values. Note that the <atom c> el enent can only
use atom c types as base types, and its result MJST be another atomc
type.

For exanple, the follow ng snippet defines a new "dscp" data type:

<dat aTypeDef >
<name>dscp</ nane>
<synopsi s>Di ffserv code point. </synopsi s>
<at om c>
<baseType>uchar </ baseType>
<rangeRestriction>
<al | onedRange m n="0" max="63"/>
</rangeRestriction>
<speci al Val ues>
<speci al Val ue val ue="0">
<nane>DSCP- BE</ nanme>
<synopsi s>Best Effort</synopsis>
</ speci al Val ue>

</ speci al Val ues>

</ atom c>
</ dat aTypeDef >
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4.5.3. <array> Elenent to Define Arrays

The <array> el ement can be used to create a new conpound data type as
an array of a conmpound or an atomc data type. Depending upon
context, this docunment and others refer to such arrays as tables or
arrays interchangeably, w thout semantic or syntactic inplication

The type of the array entry can be specified either by referring to
an existing type (using the <typeRef> elenent) or defining an unnaned
type inside the <array> el enent using any of the <atonic> <array>,
<struct>, or <union> el enents.

The array can be "fixed-size" or "variable-size", which is specified
by the "type" attribute of the <array> elenment. The default is
“variabl e-size". For variable-size arrays, an optional "naxlength"
attribute specifies the maxi numall owed length. This attribute
shoul d be used to encode senantic limtations, not inplenentation
[imtations. The latter (support for inplenmentation constraints)
shoul d be handl ed by capability conmponents of LFB classes, and shoul d
never be included as the maxlength in a data type array that is
regarded as being of unlimted size.

For fixed-size arrays, a "length" attribute MJUST be provided that
specifies the constant size of the array.

The result of this construct is always a conpound type, even if the
array has a fixed size of 1.

Arrays MJST only be subscripted by integers, and will be presunmed to
start with index O.

In addition to their subscripts, arrays MAY be declared to have
content keys. Such a declaration has several effects:

0 Any declared key can be used in the ForCES protocol to select a
conponent for operations (for details, see the ForCES protoco
[ RFC5810]) .

o In any instance of the array, each declared key MJUST be uni que
within that instance. That is, no two conmponents of an array may
have the same values on all the fields that nmake up a key.

Each key is declared with a keylD for use in the ForCES protoco

[ RFC5810], where the unique key is formed by conbining one or nore
specified key fields. To support the case where an array of an
atomic type with unique values can be referenced by those val ues, the
key field identifier MAY be "*" (i.e., the array entry is the key).

If the value type of the array is a structure or an array, then the
key is one or nore conponents of the value type, each identified by
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nane. Since the field MAY be a conponent of the contained structure,
a conponent of a component of a structure, or further nested, the
field nane is actually a concatenated sequence of conponent
identifiers, separated by decimal points ("."). The syntax for key
field identification is given follow ng the array exanpl es.

The foll owi ng exanpl e shows the definition of a fixed-size array with
a predefined data type as the array content type:

<dat aTypeDef >
<nane>dscp- mappi ng-t abl e</ nane>
<synopsi s>
A table of 64 DSCP val ues, used to re-nmap code space.
</ synopsi s>
<array type="fixed-size" |ength="64">
<t ypeRef >dscp</t ypeRef >
</ array>
</ dat aTypeDef >

The foll owi ng exanpl e defines a variable-size array with an upper
[imt on its size:

<dat aTypeDef >
<nane>nac- al i as-t abl e</ name>
<synopsi s>A table with up to 8 | EEE MAC addr esses</ synopsi s>
<array type="variabl e-si ze" nmaxl engt h="8">
<t ypeRef >i eeenmacaddr </ t ypeRef >
</ array>
</ dat aTypeDef >
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The foll owi ng exanpl e shows the definition of an array with a | oca
(unnamed) content type definition:

<dat aTypeDef >
<nane>cl assi fi cati on-tabl e</ nane>
<synopsi s>
A table of classification rules and result opcodes.
</ synopsi s>
<array type="vari abl e-si ze">
<struct>
<conponent conponent| D="1">
<nanme>r ul e</ nane>
<synopsi s>The rul e to match</synopsi s>
<t ypeRef >cl assrul e</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>opcode</ name>
<synopsi s>The result code</synopsi s>
<t ypeRef >opcode</t ypeRef >
</ conponent >
</struct>
</ array>
</ dat aTypeDef >

In the above exanple, each entry of the array is a <struct> of two
conponents ("rule" and "opcode").

The foll owi ng exanpl e shows a table of IP prefix information that can
be accessed by a multi-field content key on the |IP address, prefix

I ength, and information source. This nmeans that in any instance of
this table, no two entries can have the sane | P address, prefix

l ength, and information source.
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<dat aTypeDef >
<nane>i pPrefi xI nf o_t abl e</ name>
<synopsi s>
A table of information about known prefixes
</ synopsi s>
<array type="vari abl e-si ze">
<struct>
<conponent conponent| D="1">
<name>addr ess- pr ef i x</ name>
<synopsi s>t he prefix being described</synopsi s>
<t ypeRef >i pv4Prefi x</typeRef >
</ conponent >
<conponent conponent| D="2">
<nane>sour ce</ name>
<synopsi s>
the protocol or process providing this informtion
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>pr ef | nf o</ nane>
<synopsi s>t he informati on we care about </ synopsi s>
<t ypeRef >hypot heti cal -i nf o-type</typeRef >
</ conponent >
</struct>
<cont ent Key cont ent Keyl D="1">
<cont ent KeyFi el d> addr ess-prefix. i pvdaddr</ cont ent KeyFi el d>
<cont ent KeyFi el d> addr ess-prefi x. prefixl en</ cont ent KeyFi el d>
<cont ent KeyFi el d> sour ce</ cont ent KeyFi el d>
</ cont ent Key>
</ array>
</ dat aTypeDef >

Note that the keyField el enents could al so have been sinply address-

prefix and source, since all of the fields of address-prefix are
bei ng used.
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4.5.3.1. Key Field References

In order to use key declarations, one nmust refer to conmponents that
are potentially nested inside other conponents in the array. |If
there are nested arrays, one mght even use an array el ement as a key
(but great care would be needed to ensure uni queness).

The key is the conbination of the values of each field declared in a
keyFiel d el emrent.

Therefore, the value of a keyField el enent MJUST be a concat enat ed
sequence of field identifiers, separated by a "." (period) character.
Wi tespace is permitted and ignored.

A valid string for a single field identifier within a keyField
depends upon the current context. Initially, in an array key

decl aration, the context is the type of the array. Progressively,
the context is whatever type is selected by the field identifiers
processed so far in the current key field declaration

When the current context is an array (e.g., when declaring a key for
an array whose content is an array), then the only valid value for
the field identifier is an explicit nunber.

When the current context is a structure, the valid values for the
field identifiers are the names of the conponents of the structure.
In the special case of declaring a key for an array containing an
atomic type, where that content is unique and is to be used as a key,
the value "*" MJST be used as the single key field identifier

In reference array or structure elenments, it is possible to construct
keyFi el ds that do not exist. keyField references SHOULD never

ref erence optional structure conponents. For references to array

el ements, care nust be taken to ensure that the necessary array

el ements exi st when creating or nodi fying the overall array el ement.

Failure to do so will result in FEs returning errors on the creation
attenpt .

4.5.4. <struct> Elenent to Define Structures

A structure is conmposed of a collection of data conponents. Each
dat a conponent has a data type (either an atom c type or an existing
conpound type) and is assigned a nane unique within the scope of the
conpound data type being defined. These serve the same function as
"struct" in C, etc. These conponents are defined using <conponent>
el ements. A <struct> elenent MAY contain an optional derivation

i ndi cation, a <derivedFronr elenent. The structure definition MJST
contain a sequence of one or nore <conponent> el ements.
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The actual type of the conponent can be defined by referring to an
existing type (using the <typeRef> elenent), or can be a locally
defined (unnamed) type created by any of the <atonic> <array>,
<struct>, or <union> el enents.

The <conponent> el enent MUST include a conponentID attribute. This
provides the nuneric ID for this conponent, for use by the protocol
The <component> MJST contain a conponent name and a synopsis. |t MAY
contain a <description> elenent giving a textual description of the
conponent. The definition MAY al so include an <optional > el ement,

whi ch indicates that the conmponent being defined is optional. The
definition MUST contain elenments to define the data type of the
conponent, as descri bed above.

For a dataTypeDef of a struct, the structure definition MAY be

i nherited from and augnent, a previously defined structured type.
This is indicated by including the optional derivedFromattribute in
the struct declaration before the definition of the augnenting or
repl aci ng conponents. Section 4.5.7 describes howthis is done in
nore detail.

The conponent| D attribute for different components in a structure (or
in an LFB) MJST be distinct. They do not need to be in order, nor do
they need to be sequential. For clarity of human readability, and
ease of mmintenance, it is usual to define at |east sequential sets
of values. But this is for hunan ease, not a nobdel or protoco

requi renent.

The result of this construct is always a conpound type, even when the
<struct> contains only one field.
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An exanple is the foll ow ng:

<dat aTypeDef >
<nane>i pv4pr ef i x</ name>
<synopsi s>
| Pv4 prefix defined by an address and a prefix length
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>addr ess</ nane>
<synopsi s>Addr ess part </ synopsi s>
<t ypeRef >i pv4addr </t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>pr ef i x| en</ nane>
<synopsi s>Prefix | ength part</synopsis>
<at om c>
<baseType>uchar </ baseType>
<rangeRestriction>
<al | onedRange m n="0" max="32"/>
</rangeRestriction>
</ atom c>
</ conponent >
</struct>
</ dat aTypeDef >

4.5.5. <union> Elenent to Define Union Types

Simlar to the union declaration in C, this construct allows the
definition of overlay types. |Its format is identical to the <struct>
el ement .

The result of this construct is always a conpound type, even when the
uni on contains only one el ement.

4.5.6. <alias> El enent

It is sonetinmes necessary to have a conponent in an LFB or structure
refer to information (a conponent) in other LFBs. This can, for
exanpl e, allow an ARP LFB to share the I P->MAC Address table with the
| ocal transm ssion LFB, w thout duplicating information. Similarly,
it could allow a traffic measurenent LFB to share information with a
traffic enforcement LFB. The <alias> declaration creates the
constructs for this. This construct tells the CE and FE that any
mani pul ati on of the defined data is actually mani pul ati on of data
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defined to exist in sone specified part of sonme other LFB instance.
The content of an <alias> el enment MJST be a named type. Whatever
conponent the alias references (which is deternined by the alias
conponent properties, as described below), that conmponent must be of
the sanme type as that declared for the alias. Thus, when the CE or
FE dereferences the alias conponent, the type of the infornmation
returned is known. The type can be a base type or a derived type.
The actual value referenced by an alias is known as its target. \Wen
a GET or SET operation references the alias elenment, the value of the
target is returned or replaced. Wite access to an alias element is
permtted if wite access to both the alias and the target is

perm tted.

The target of a conmponent declared by an <alias> elenment is
deternined by the information in the conponent’s properties. Like
all components, the properties include the support / read / wite
perm ssion for the alias. |In addition, there are several fields
(conponents) in the alias properties that define the target of the
alias. These conponents are the ID of the LFB class of the target,
the ID of the LFB instance of the target, and a sequence of integers
representing the path within the target LFB instance to the target
conponent. The type of the target el enent nust match the decl ared
type of the alias. Details of the alias property structure are
described in Section 4.8 of this docunent, on properties.

Note that the read / wite property of the alias refers to the val ue.
The CE can only determine if it can wite the target selection
properties of the alias by attenpting such a wite operation
(Property conponents do not thensel ves have properties.)

4.5.7. Augnentations

Conpound types can al so be defined as augnentati ons of existing
conpound types. If the existing conpound type is a structure,
augnent ati on MAY add new el enents to the type. The type of an

exi sting component NMAY be replaced in the definition of an augnenting
structure, but MAY only be replaced with an augnmentation derived from
the current type of the existing conponent. An existing conponent
cannot be deleted. |If the existing conpound type is an array,
augnment ati on means augnentation of the array el ement type.

Augnent ati on MUST NOT be applied to unions.

One consequence of this is that augnentations are backward conpati bl e
with the conpound type fromwhich they are derived. As such
augnment ati ons are useful in defining components for LFB subcl asses

wi th backward conpatibility. |In addition to addi ng new conponents to
a class, the data type of an existing component NMAY be replaced by an
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augnent ati on of that conponent, and still neet the conpatibility
rules for subclasses. This conpatibility constraint is why
augnent ati ons cannot be applied to unions.

For exanple, consider a sinple base LFB class A that has only one
conponent (conpl) of type X. One way to derive class Al from A can
be by sinply adding a second conponent (of any type). Another way to
derive a class A2 from A can be by replacing the original conponent
(conmpl) in A of type X with one of type Y, where Y is an augnmentation
of X. Both classes Al and A2 are backward conpatible with class A

The syntax for augnentations is to include a <derivedFronk elenent in
a structure definition, indicating what structure type is being
augnent ed. Conponent names and conponent |Ds for new conponents
within the augmentati on MJST NOT be the same as those in the
structure type being augnented. For those conponents where the data
type of an existing conmponent is being replaced with a suitable
augnenting data type, the existing component nanme and conponent ID
MUST be used in the augnentation. Qher than the constraint on
existing elenents, there is no requirenent that the new conponent |Ds
be sequential with, greater than, or in any other specific

rel ati onship to the existing conponent |Ds except different. It is
expected that using values sequential wi thin an augnentation, and
distinct fromthe previously used values, will be a common nethod to

enhance hunman readability.
4.6. <net adat aDef s> El ement for Metadata Definitions

The (optional) <netadataDefs> element in the |library docunent
contai ns one or nore <netadataDef> el enents. Each <net adat aDef >
el ement defines a netadatum

Each <net adat aDef > el ement MJUST contai n a uni que nanme ( NMIOKEN).

Uni queness is defined to be over all netadata defined in this library
docunent and in all directly or indirectly included library
documents. The <net adat aDef > el enrent MJUST al so contain a brief
synopsis, the tag value to be used for this netadata, and val ue type
definition information. Only atonic data types can be used as val ue
types for nmetadata. The <netadat aDef> el enent MAY contain a detail ed
description el ement.

Two fornms of type definitions are allowed. The first formuses the
<typeRef> elenent to refer to an existing atomc data type defined in
the <dat aTypeDefs> el ement of the sanme library docunment or in one of
the included library docunments. The usage of the <typeRef> el enent
is identical to howit is used in the <dataTypeDef> el enents, except
here it can only refer to atomc types. The latter restriction is
not enforced by the XM. schena.
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The second formis an explicit type definition using the <atonic>
element. This elenment is used here in the same way as in the
<dat aTypeDef > el enents.

The foll owi ng exanpl e shows bot h usages:

<met adat aDef s>
<met adat aDef >
<name>NEXTHOPI D</ nanme>
<synopsi s>Refers to a Next Hop entry in NH LFB</synopsi s>
<met adat al D>17</ met adat al D>
<t ypeRef >i nt 32</t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>CLASS| D</ nane>
<synopsi s>
Result of classification (0O nmeans no match).
</ synopsi s>
<met adat al D>21</ et adat al D>
<at omi c>
<baseType>i nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nanme>NOVATCH</ name>
<synopsi s>
Classification didn't result in match.
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ at om c>
</ met adat aDef >
</ met adat aDef s>

4.7. <LFBC assDefs> Elenent for LFB Cass Definitions
The (optional) <LFBC assDefs> el enment can be used to define one or
nore LFB cl asses using <LFBC assDef> el ements. Each <LFBC assDef >
el enent MUST define an LFB class and include the followi ng el enents:

0 <name> provides the synbolic name of the LFB class. Exanple:
"i pval pni.

0 <synopsi s> provides a short synopsis of the LFB class. Exanple:
"1 Pv4 Longest Prefix Match Lookup LFB".

0O <version>is the version indicator.
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0 <derivedFroms is the inheritance indicator.

0 <inputPorts> lists the input ports and their specifications.

0 <outputPorts> lists the output ports and their specifications.
0 <comnponents> defines the operational conponents of the LFB

0 <capabilities> defines the capability conponents of the LFB

0 <description> contains the operational specification of the LFB

o The LFBC assID attribute of the LFBC assDef el enent defines the ID
for this class. These nust be gl obally unique.

0 <events> defines the events that can be generated by instances of
this LFB.

LFB cl ass nanmes must be unique, in order to enable other docunents to
reference the classes by nane, and to enabl e hunan readers to
understand references to class names. While a conpl ex nam ng
structure could be created, sinplicity is preferred. As given in the
| ANA Consi derations section of this docunent, the | ANA maintains a
registry of LFB class nanmes and class identifiers, along with a
reference to the docunment defining the class.

Bel ow i s a skeleton of an exanple LFB class definition. Note that in
order to keep fromcomplicating the XM_. schema, the order of elenents
in the class definition is fixed. El enents, if they appear, nust
appear in the order shown.
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<LFBC assDef s>
<LFBC assDef LFBC assl D="12345">
<nane>i pv4l pnk/ name>
<synopsi s>l Pv4 Longest Prefix Match Lookup LFB</synopsi s>
<versi on>1. 0</ versi on>
<deri vedFr onpbasecl ass</ deri vedFr onp
<i nput Port s>
<)ihputPorts>
<out put Port s>
</ out put Port s>
<conponent s>
</ conponent s>
<capabilities>
</ capabilities>
<event s>
</ event s>
<descri pti on>
This LFB represents the I Pv4 | ongest prefix match | ookup
operation.
The nodel ed behavior is as foll ows:
Bl ah- bl ah- bl ah.
</ descri ption>
</ LFBC assDef >
</ LFBCO assDef s>
The i ndi vidual conponents and capabilities will have conmponentlDs for
use by the ForCES protocol. These parallel the conmponentlDs used in
structs, and are used the same way. Conmponent and capability
conponent | Ds nust be unique within the LFB cl ass definition
Note that the <name>, <synopsis>, and <version> elenents are

required; all other elenents are optional in <LFBC assDef>. However,
when they are present, they nmust occur in the above order
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The conponent| D attribute for different itens in an LFB cl ass
definition (or conponents in a struct) MJST be distinct. They do not
need to be in order, nor do they need to be sequential. For clarity
of human readability, and ease of mmintenance, it is usual to define
at | east sequential sets of values. But this is for human ease, not
a nodel or protocol requirenent.

4.7.1. <derivedFronr El ement to Express LFB Inheritance

The optional <derivedFronr el enent can be used to indicate that this
class is a derivative of some other class. The content of this

el ement MJUST be the uni que nane (<name>) of another LFB class. The
referred LFB class MJST be defined in the sane |ibrary document or in
one of the included library docurments. |In the absence of a
<derivedFronme, the class is conceptually derived fromthe comon,
enpty, base cl ass.

It is assunmed that a derived class is backward conpatible with its
base class. A derived class MAY add conponents to a parent class,
but cannot del ete conponents. This also applies to input and out put
ports, events, and capabilities.

4.7.2. <inputPorts> Elenent to Define LFB Inputs

The optional <inputPorts> elenent is used to define input ports. An
LFB cl ass MAY have zero, one, or nore inputs. |If the LFB class has
no i nput ports, the <inputPorts> elenent MJUST be onitted. The

<i nput Port s> el ement can contain one or nore <inputPort> el enents,

one for each port or port group. W assune that nost LFBs will have
exactly one input. Miltiple inputs with the sanme input type are
nodel ed as one input group. |Input groups are defined the same way as

i nput ports by the <inputPort> elenent, differentiated only by an
optional "group" attribute.

Multiple inputs with different input types should be avoided if
possi bl e (see discussion in Section 4.7.3). Sone special LFBs wll
have no inputs at all. For exanple, a packet generator LFB does not
need an input.

Single input ports and input port groups are both defined by the
<inputPort> el enent; they are differentiated only by an optiona
"group" attribute.

The <i nputPort> el ement MJUST contain the follow ng el enents:

0 <name> provides the synbolic name of the input. Example: "in".

Note that this synbolic nane nust be unique only within the scope
of the LFB cl ass.
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0 <synopsis> contains a brief description of the input. Exanple:
"Normal packet input".

0 <expectation> lists all allowed frane formats. Exanple: {"ipv4d"
and "ipv6"}. Note that this list should refer to nanes specified
in the <frameDefs> el ement of the sane |ibrary docunent or in any
i ncluded library docunents. The <expectation> el enment can al so
provide a list of required netadata. Exanple: {"classid",
"vpnid'}. This list should refer to nanmes of netadata defined in
the <netadat aDefs> element in the same |library document or in any
i ncluded library docunents. For each nmetadatum it nust be
speci fied whether the netadatumis required or optional. For each
optional netadatum a default value nust be specified, which is
used by the LFB if the netadatumis not provided with a packet.

In addition, the optional "group" attribute of the <inputPort>

el ement can specify if the port can behave as a port group, i.e., it
is allowed to be instantiated. This is indicated by a "true" val ue
(the default value is "fal se").

An exanpl e <inputPorts> elenment, defining two input ports, the second
one being an input port group is the foll ow ng:

<i nput Port s>
<i nput Port >
<name>i n</ nane>
<synopsi s>Nor mal i nput </ synopsi s>
<expect ati on>
<franeExpect ed>
<ref >i pvd</ref>
<ref >i pv6</ref>
</ frameExpect ed>
<met adat aExpect ed>
<ref >cl assi d</ref >
<ref>vifid</ref>
<ref dependency="optional" defaultValue="0">vrfid</ref>
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
<i nput Port group="true">
anot her input port
</i nput Port >
</i nput Port s>

For each <inputPort>, the frame type expectations are defined by the
<franeExpect ed> el ement using one or nore <ref> elenents (see exanmple
above). When multiple frame types are listed, it nmeans that "one of
these" frame types is expected. A packet of any other frame type is
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regarded as inconpatible with this input port of the LFB class. The
above exanple lists two franes as expected frame types: "ipv4" and
n i pV6Il .

Met adat a expectations are specified by the <netadat aExpected>
element. In its sinplest form this element can contain a list of
<ref> el enents, each referring to a metadatum \When nmultiple

i nstances of netadata are listed by <ref> elenents, it neans that
"all of these" netadata rmust be received with each packet (except

nmet adata that are narked as "optional" by the "dependency" attribute
of the corresponding <ref> elenent). For a netadatumthat is
specified "optional", a default val ue MJST be provided using the
"defaul t Val ue" attribute. The above exanple lists three netadata as
expected netadata, two of which are mandatory ("classid" and
"vifid"), and one being optional ("vrfid").

The schema al so allows for nore conplex definitions of metadata
expectations. For exanple, using the <one-of> elenent, a list of
net adata can be specified to express that at | east one of the
speci fied nmetadata nust be present with any packet. An exanple is
the follow ng:

<met adat aExpect ed>
<one- of >
<r ef >prefi xmask</ref >
<ref>prefixlen</ref>
</ one- of >
</ met adat aExpect ed>

The above exanpl e specifies that either the "prefixmask” or the
"prefixlen" netadata nust be provided with any packet.

The two forms can al so be conbined, as shown in the foll ow ng
exanpl e:

<net adat aExpect ed>
<ref >cl assi d</ref >
<ref>vifid</ref>
<ref dependency="optional" defaultValue="0">vrfid</ref>
<one- of >
<ref >prefi xmask</ref>
<ref>prefixlen</ref>
</ one- of >
</ met adat aExpect ed>

Al t hough the schema is constructed to all ow even nore conpl ex
definitions of netadata expectations, we do not discuss those here.
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4.7.3. <outputPorts> El enent to Define LFB Qutputs

The optional <outputPorts> elenent is used to define output ports.

An LFB cl ass MAY have zero, one, or nore outputs. |f the LFB class
has no output ports, the <outputPorts> el ement MJUST be omitted. The
<out put Ports> el enent MUST contain one or nore <outputPort> el enents,
one for each port or port group. |If there are nultiple outputs with
the sane out put type, we nodel them as an output port group. Sone
speci al LFBs have no outputs at all (e.g., Dropper).

Si ngl e output ports and output port groups are both defined by the
<outputPort> elenent; they are differentiated only by an optiona
"group" attribute.

The <out put Port> el emrent MJUST contain the follow ng el enents:

0 <name> provides the synbolic name of the output. Exanple: "out".
Note that the synmbolic name nust be unique only within the scope
of the LFB cl ass.

0 <synopsi s> contains a brief description of the output port.
Exampl e: "Normal packet output”.

0 <product> lists the allowed franme formats. Exanple: {"ipv4",
"ipve"}. Note that this list should refer to synbols specified in
the <franeDefs> elenment in the sane |ibrary docunent or in any
included library documents. The <product> el ement MAY al so
contain the list of emtted (generated) metadata. Exanple:
{"classid", "color"}. This list should refer to names of netadata
specified in the <netadataDefs> elenent in the sanme library
docunent or in any included Iibrary docunents. For each generated
nmet adatum it should be specified whether the netadatumis al ways
generated or generated only in certain conditions. This
information is inportant when assessing conpatibility between
LFBs.

In addition, the optional "group" attribute of the <outputPort>

el enent can specify if the port can behave as a port group, i.e., it
is allowed to be instantiated. This is indicated by a "true" val ue
(the default value is "fal se").

The foll owi ng exanple specifies two output ports, the second being an
out put port group:
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<out put Port s>
<out put Port >
<nane>out </ name>
<synopsi s>Nor mal out put </ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >i pvd</ref>
<r ef >i pv4bi s</ref >
</ f ramePr oduced>
<net adat aPr oduced>
<r ef >nhi d</ref >
<r ef >nht abi d</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="true">
<nanme>exc</ name>
<synopsi s>Excepti on output port group</synopsis>
<pr oduct >
<f ranmePr oduced>
<ref >i pvd</ref>
<r ef >i pv4bi s</ref >
</ framePr oduced>
<met adat aPr oduced>
<ref availability="conditional">errorid</ref>
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>

The types of franes and netadata the port produces are defined inside
the <product> elenment in each <outputPort>  Wthin the <product>
element, the list of frame types the port produces is listed in the
<f ramePr oduced> el enment. Wen nore than one frame is listed, it
means that "one of" these frames will be produced.

The list of metadata that is produced with each packet is listed in
the optional <metadataProduced> el ement of the <product>. In its
sinplest form this element can contain a list of <ref> el enents,
each referring to a netadatumtype. The neaning of such a list is
that "all of" these netadata are provided with each packet, except
those that are listed with the optional "availability" attribute set
to "conditional". Simlar to the <metadataExpected> el enment of the
<i nput Port>, the <netadataProduced> el enent supports nore conpl ex
forms, which we do not discuss here further
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4.7.4. <conponents> Elenent to Define LFB Operational Conponents

Qperational paraneters of the LFBs that nmust be visible to the CEs
are conceptualized in the nodel as the LFB components. These

i nclude, for example, flags, single paraneter arguments, conplex
argunents, and tables. Note that the conponents here refer to only
those operational parameters of the LFBs that nust be visible to the
CEs. Oher variables that are internal to LFB inplenmentation are not
regarded as LFB conponents and hence are not covered.

Sone exanpl es for LFB conponents are:

o Configurable flags and switches sel ecting between operationa
nodes of the LFB

o Number of inputs or outputs in a port group

o Various configurable | ookup tables, including interface tables,
prefix tables, classification tables, DSCP nmapping tables, NMAC
address tables, etc.

o Packet and byte counters

o Various event counters

o Number of current inputs or outputs for each input or output group

The For CES nodel supports the definition of access perm ssion

restrictions on what the CE can do with an LFB conponent. The

followi ng categories are supported by the nodel:

o No-access conponents. This is useful for conpleteness, and to
al l ow for defining objects that are used by other things, but not
directly referencable by the CE. It is also useful for an FE that
is reporting that certain defined, and typically accessible,
conponents are not supported for CE access by a reporting FE

o Read-only conponents.

0 Read-wite components.

o Wite-only conponents. This could be any configurable data for
whi ch read capability is not provided to the CEs (e.g., the
security key information).

0 Read-reset conponents. The CE can read and reset this resource,
but cannot set it to an arbitrary value. Exanple: Counters.
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o

Firing-only conponents. A wite attenpt to this resource wll
trigger some specific actions in the LFB, but the actual val ue
witten is ignored.

The LFB class MJST define only one possible access node for a given
conponent .

The conponents of the LFB class are listed in the <conponents>

el ement. Each conponent is defined by an <component> elenment. A
<conponent > el enent contains some or all of the follow ng el enents,
some of which are mandatory:

o

<nanme> MUST occur, and defines the nane of the conponent. This
nane nust be uni que anong the conmponents of the LFB cl ass.
Exanpl e: "version".

<synopsi s> is also mandatory, and provides a brief description of
the purpose of the conponent.

<optional/> is an optional elenent, and if present indicates that
this conponent is optional

The data type of the component can be defined either via a
reference to a predefined data type or by providing a | oca
definition of the type. The fornmer is provided by using the
<typeRef> el ement, which nust refer to the unique nanme of an

exi sting data type defined in the <dataTypeDefs> elenment in the
same library docunent or in any of the included |ibrary docunents.
VWen the data type is defined locally (unnamed type), one of the
followi ng el enents can be used: <atom c>, <array>, <struct>, or
<union>. Their usage is identical to how they are used inside
<dat aTypeDef > el enents (see Section 4.5). Sone formof data type
definition MUST be included in the conponent definition

The <defaul tValue> elenent is optional, and if present is used to
specify a default value for a conponent. |If a default value is
specified, the FE nust ensure that the conponent has that val ue
when the LFB is initialized or reset. |If a default value is not
specified for a conmponent, the CE MJST make no assunptions as to
what the value of the conponent will be upon initialization. The
CE nust either read the value or set the value, if it needs to
know what it is.

The <description> el emrent MAY al so appear. |f included, it
provi des a | onger description of the meaning or usage of the
particul ar conponent being defi ned.
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The <conponent> el enent al so MIUST have a conponent| D attribute, which
is a nunmeric val ue used by the ForCES protocol

In addition to the above el ements, the <conponent> el ement includes
an optional "access" attribute, which can take any of the foll ow ng
val ues: "read-only", "read-wite", "wite-only", "read-reset", and
"trigger-only". The default access node is "read-wite".

Wet her optional conponents are supported, and whether components
defined as read-wite can actually be witten, can be deternined for
a given LFB instance by the CE by reading the property information of
that conmponent. An access control setting of "trigger-only" neans
that this conponent is included only for use in event detection

The foll owi ng exanpl e defines two conponents for an LFB

<conponent s>
<conponent access="read-only" componentl|D="1">
<nane>f oo</ name>
<synopsi s>nunber of things</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent access="read-wite" conponentl|D="2">
<nane>bar </ nanme>
<synopsi s>nunber of this other thing</synopsis>
<at omi c>
<baseType>ui nt 32</ baseType>
<rangeRestriction>
<al | onedRange m n="10" max="2000"/>
</rangeRestriction>
</ atom c>
<def aul t Val ue>10</ def aul t Val ue>
</ conponent >
</ conponent s>

The first conponent ("foo") is a read-only 32-bit unsigned integer
defined by referring to the built-in "uint32" atonmc type. The
second conponent ("bar") is also an integer, but uses the <atonc>

el ement to provide additional range restrictions. This conponent has
access node of read-wite allowing it to be both read and witten. A
default value of 10 is provided for bar. Al though the access for bar
is read-write, some inplenentations MAY offer only nore restrictive
access, and this would be reported in the conponent properties.
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Note that not all conponents are likely to exist at all tinmes in a
particul ar inplenentation. Wile the capabilities will frequently

i ndicate this non-exi stence, CEs may attenpt to reference non-

exi stent or non-permtted conponents anyway. The For CES protoco
mechani sns shoul d i ncl ude appropriate error indicators for this case.

The nechani sm defi ned above for non-supported conponents can al so
apply to attenpts to reference non-existent array el enments or to set
read-only conponents.

4.7.5. <capabilities> Elenment to Define LFB Capability Conponents

The LFB cl ass specification provides sonme flexibility for the FE

i mpl ement ation regardi ng how the LFB class is inplenmented. For
exanpl e, the instance may have sone limtations that are not inherent
fromthe class definition, but rather the result of some

i mpl enentation limtations. Sone of these limtations are captured
by the property information of the LFB conponents. The nodel allows
for the notion of additional capability information.

Such capability-related information is expressed by the capability
conponents of the LFB class. The capability components are al ways
read-only attributes, and they are listed in a separate
<capabilities> element in the <LFBC assDef>. The <capabilities>

el ement contains one or nore <capability> el enments, each defining one
capability conmponent. The format of the <capability> elenment is

al nost the same as the <conmponent> elenent. It differs in two
aspects: it lacks the access node attribute (because it is always
read-only), and it |acks the <defaultVal ue> el enent (because default
value is not applicable to read-only attributes).

Sone exanpl es of capability conponents foll ow

o The version of the LFB class with which this LFB instance conplies
0 Supported optional features of the LFB cl ass

o Maxi num nunber of configurabl e outputs for an output group

o Metadata pass-through limtations of the LFB

o Additional range restriction on operational conponents
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The following exanple lists two capability attributes:

<capabilities>
<capabi lity conmponent| D="3">
<nane>ver si on</ nane>
<synopsi s>
LFB class version this instance is conpliant with.
</ synopsi s>
<t ypeRef >ver si on</ t ypeRef >
</ capability>
<capability component| D="4">
<nane>| i m t Bar </ nane>
<synopsi s>
Maxi mum val ue of the "bar" attribute.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ capability>
</capabilities>

4.7.6. <events> Elenent for LFB Notification Generation

The <events> el enent contains the infornmation about the occurrences
for which instances of this LFB class can generate notifications to
the CE. Hi gh-level view on the declaration and operation of LFB
events is described in Section 3.2.5.

The <events> elenent contains O or nore <event> el ements, each of
whi ch declares a single event. The <event> el enent has an eventlD
attribute giving the unique (per LFB class) ID of the event. The
el ement will include:

0 <eventTarget> el ement indicating which LFB field (conponent) is
tested to generate the event.

o <condition> element indicating what condition on the field wll
generate the event froma list of defined conditions.

0 <eventReports> elenent indicating what values are to be reported
in the notification of the event.

The exampl e bel ow denmonstrates the different constructs.

The <events> el enent has a basel D attribute value, which is nornmally
<events basel D="nunber">. The value of the baselD is the starting

conponent I D for the path that identifies events. It nust not be the
same as the conponent| D of any top-level conponents (including
capabilities) of the LFB class. In derived LFBs (i.e., ones with a

<derivedFronm> el enent) where the parent LFB class has an events
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decl aration, the basel D must not be present in the derived LFB
<events> el ement. Instead, the baselD value fromthe parent LFB
class is used. |In the exanple shown, the baselDis 7.

<events basel D="7">
<event event|D="7">
<nanme>Foochanged</ nane>
<synopsi s>
An exampl e event for a scalar
</ synopsi s>
<event Tar get >
<event Fi el d>f oo</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<l-- report the new state -->
<event Report >
<event Fi el d>f oo</ event Fi el d>
</ event Report >
</ event Report s>
</ event >

<event eventl|D="8">
<nanme>CGoof 1changed</ nane>
<synopsi s>
An exampl e event for a conplex structure
</ synopsi s>
<event Tar get >
<l-- target is goo.fl -->
<event Fi el d>goo</ event Fi el d>
<event Fi el d>f 1</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<l-- report the new state of goo.fl -->
<event Report >
<event Fi el d>goo</ event Fi el d>
<event Fi el d>f 1</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
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<event eventl|D="9">
<nanme>Newbar Ent r y</ nanme>
<synopsi s>
Event for a new entry created on table bar
</ synopsi s>
<event Tar get >
<event Fi el d>bar </ event Fi el d>
<event Subscri pt >_bar | ndex_</ event Subscri pt >
</ event Tar get >
<event Cr eat ed/ >
<event Report s>
<event Report >
<event Fi el d>bar </ event Fi el d>
<event Subscri pt >_bar | ndex_</ event Subscri pt >
</ event Report >
<event Report >
<event Fi el d>f oo</ event Fi el d>
</ event Report >
</ event Report s>
</ event >

<event eventl|D="10">
<name>Gahllchanged</ nane>
<synopsi s>
Event for table gah, entry index 11 changing
</ synopsi s>
<event Tar get >
<event Fi el d>gah</ event Fi el d>
<event Subscri pt >11</ event Subscri pt >
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>gah</ event Fi el d>
<event Subscri pt >11</ event Subscri pt >
</ event Report >
</ event Report s>
</ event >
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<event eventl|D="11">
<nanme>CGah10fi el d1</ name>
<synopsi s>
Event for table gah, entry index 10, colum fieldl changing
</ synopsi s>
<event Tar get >
<event Fi el d>gah</ event Fi el d>
<event Subscri pt >10</ event Subscri pt >
<event Fi el d>fi el d1</event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>gah</ event Fi el d>
<event Subscri pt >10</ event Subscri pt >
</ event Report >
</ event Report s>
</ event >
</ event s>

4.7.6.1. <eventTarget> El enent

The <event Target> el ement contains information identifying a field in
the LFB that is to be nonitored for events.

The <event Target > el enent contai ns one or nore <eventFi el d>s each of
whi ch MAY be foll owed by one or nore <event Subscript> el enents. Each
of these two elements represents the textual equivalent of a path

sel ect conponent of the LFB

The <event Fi el d> el ement contains the nane of a component in the LFB
or a conponent nested in an array or structure within the LFB. The
name used in <eventField> MJST identify a valid conponent within the
containing LFB context. The first elenent in an <event Target> MJST
be an <eventField> elenment. 1In the exanple shown, four LFB
conponents foo, goo, bar, and gah are used as <eventFi el d>s.

In the sinple case, an <eventField> identifies an atonic component.
This is the case illustrated in the event named Foochanged.
<eventField> is al so used to address conpl ex components such as
arrays or structures.

The first defined event, Foochanged, denonstrates how a scalar LFB
conponent, foo, could be nonitored to trigger an event.

The second event, Goof 1changed, denonstrates how a nenber of the
conpl ex structure goo could be monitored to trigger an event.
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The events named Newbar Entry, Gahllchanged, and Gahl10fi el d1
represent nonitoring of arrays bar and gah in differing details.

If an <eventField> identifies a conplex conponent, then a further
<event Fi el d> MAY be used to refine the path to the target el enent.
Def i ned event Goof lchanged denonstrates how a second <eventField> is
used to point to nmenber f1 of the structure goo.

If an <eventField> identifies an array, then the follow ng rul es
appl y:

0 <event Subscript> el enments MJST be present as the next XM el enent
after an <eventField> that identifies an array conponent.
<event Subscri pt> MJUST NOT occur other than after an array
reference, as it is only meaningful in that context.

0 An <event Subscript> contains either

* A nuneric value to indicate that the event applies to a
specific entry (by index) of the array. As an exanple, event
Gahllchanged shows how tabl e gah’'s index 11 is being targeted
for monitoring.

* |t is expected that the nmore conmon usage is to have the event
bei ng defined across all elenents of the array (i.e., a
wildcard for all indices). |In that case, the value of the
<event Subscri pt> MJUST be a nane rather than a nuneric val ue.
That same nane can then be used as the val ue of
<event Subscript> in <event Report> el ements as descri bed bel ow.
An exanple of a wild card table index is shown in event
NewBar entry where the <event Subscript> value is nanmed
_bar |l ndex_

0 An <eventField> MAY foll ow an <event Subscript> to further refine
the path to the target elenent. (Note: this is in the sanme spirit
as the case where <eventField> is used to further refine
<eventField> in the earlier exanple of a conplex structure exanple
of CGoof 1changed.) The exanple event GahlOfieldl illustrates how
the colum fieldl of table gah is nonitored for changes.

It should be enphasized that the nanme in an <event Subscri pt> el enent
in defined event NewbarEntry is not a conponent nanme. It is a
variabl e name for use in the <eventReport> el ements (described in
Section 4.7.6.3) of the given LFB definition. This nane MJST be

di stinct fromany conponent nane that can validly occur in the
<event Report > cl ause.
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4.7.6.2. <eventCondition> El ement

The event condition element represents a condition that triggers a
notification. The list of conditions is:

<event Created/>: The target nust be an array, ending with a
subscript indication. The event is generated when
an entry in the array is created. This occurs even
if the entry is created by CE direction. The event
exanpl e NewbarEntry denonstrates the
<event Creat ed/ > condi tion

<eventDel eted/>: The target nust be an array, ending with a
subscript indication. The event is generated when
an entry in the array is destroyed. This occurs
even if the entry is destroyed by CE direction.

<event Changed/>: The event is generated whenever the target
conponent changes in any way. For binary
conponents such as up/down, this reflects a change
in state. It can also be used with numeric
attributes, in which case any change in val ue
results in a detected trigger. Event exanples
Foochanged, Gahllchanged, and Gahl0fi el d1
illustrate the <event Changed/ > condition

<event Great er Than/>: The event is generated whenever the target
conponent becomes greater than the threshol d.
The threshold is an event property.

<event LessThan/>: The event is generated whenever the target
conponent becones | ess than the threshold. The
threshold is an event property.

4.7.6.3. <eventReports> El ement

The <event Reports> el enent of an <event> declares the infornation to
be delivered by the FE along with the notification of the occurrence
of the event.

The <event Reports> el enent contains one or nore <eventReport >

el enents. Each <eventReport> elenent identifies a piece of data from
the LFB class to be reported. The notification carries that data as
if the collection of <eventReport> el enments had been defined in a
structure. The syntax is exactly the sane as used in the

<event Target > el enent, using <eventFi el d> and <event Subscri pt >

el ements, and so the same rules apply. Each <eventReport> el enent
thus MUST identify a conponent in the LFB class. <event Subcript> NAY
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contain integers. |If they contain nanes, they MJST be nanes from
<event Subscri pt> el ements of the <eventTarget> in the event. The
selection for the report will use the value for the subscript that

identifies that specific elenent triggering the event. This can be
used to reference the component causing the event, or to reference
related information in parallel tables.

In the exanple shown, in the case of the event Foochanged, the report
will carry the value of foo. In the case of the defined event

Newbar Entry acting on LFB conponent bar, which is an array, there are
two itens that are reported as indicated by the two <event Report >
decl arati ons:

o The first <eventReport> details what new entry was added in the
table bar. Recall that _barlndex_is declared as the event’'s
<event Tar get > <event Subcri pt> and that by virtue of using a nane
i nstead of a nuneric value, the <eventSubcript>is inplied to be a
wi ldcard and will carry whatever index of the new entry.

0 The second <event Report> includes the value of LFB component foo
at the time the new entry was created in bar. Reporting foo in
this case is provided to denponstrate the flexibility of event
reporting.

This event reporting structure is designed to allow the LFB desi gner
to specify information that is likely not known a priori by the CE
and is likely needed by the CE to process the event. Wile the
structure allows for pointing at |arge bl ocks of information (ful
arrays or conplex structures), this is not recommended. Also, the
vari abl e reference/ subscripting in reporting only captures a snal
portion of the kinds of related informati on. Chaining through index
fields stored in a table, for exanple, is not supported. 1In general
the <event Reports> nechanismis an optim zation for cases that have
been found to be common, saving the CE from having to query for
information it needs to understand the event. It does not represent
al |l possible information needs.

I f any components referenced by the eventRReport are optional, then
the report MJST use a protocol format that supports optional elements
and allows for the non-existence of such elements. Any conmponents
that do not exist are not reported.

4.7.6.4. Runtime Control of Events

The high-level view of the declaration and operation of LFB events is
described in Section 3.2.5.
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The <event Target > provi des additi onal conponents used in the path to
reference the event. The path constitutes the basel D for events,
followed by the ID for the specific event, followed by a value for
each <event Subscript> elenent if it exists in the <event Target>.

The event path will uniquely identify a specific occurrence of the
event in the event notification to the CE. In the exanple provided
above, at the end of Section 4.7.6, a notification with path of 7.7
uniquely identifies the event to be that caused by the change of foo;
an event with path 7.9.100 uniquely identifies the event to be that
caused by a creation of table bar entry with index/subscript 100.

As described in Section 4.8.5, event elenents have properties
associated with them These properties include the subscription

i nformation indicating whether the CE wi shes the FE to generate event
reports for the event at all, thresholds for events related to | eve
crossing, and filtering conditions that may reduce the set of event
notifications generated by the FE. Details of the filtering
conditions that can be applied are given in that section. The
filtering conditions allow the FE to suppress floods of events that
could result fromoscillation around a condition value. For FEs that
do not wish to support filtering, the filter properties can be either
read-only or not supported.

In addition to identifying the event sources, the CE al so uses the
event path to activate runtine control of the event via the event
properties (defined in Section 4.8.5) utilizing SET-PROP as defined
in the ForCES protocol [RFC5810] operation.

To activate event generation on the FE, a SET- PROP nessage
referencing the event and registration property of the event is
issued to the FE by the CE with any prefix of the path of the event.
So, for an event defined on the exanple table bar, a SET-PROP with a
path of 7.9 will subscribe the CE to all occurrences of that event on
any entry of the table. This is particularly useful for the

<event Creat ed/ > and <event Destroyed/ > conditions on tables. Events
using those conditions will generally be defined with a field/
subscript sequence that identifies an array and ends with an

<event Subscript> el ement. Thus, the event notification will indicate
whi ch array entry has been created or destroyed. A typica

subscriber will subscribe for the array, as opposed to a specific
entry in an array, so it will use a shorter path.

In the exanpl e provided, subscribing to 7.8 inplies receiving al

decl ared events fromtable bar. Subscribing to 7.8.100 inplies
recei ving an event when subscript/index 100 table entry is created.

Hal pern & Hadi Salim St andards Track [ Page 78]



RFC 5812 For CES FE Mbdel March 2010

Threshold and filtering conditions can only be applied to individua
events. For events defined on elenents of an array, this
specification does not allow for defining a threshold or filtering
condition on an event for all elenents of an array.

4.7.7. <description> Element for LFB Operational Specification

The <description> el ement of the <LFBC ass> provi des unstructured
text (in XM. sense) to explain what the LFB does to a human user

4.8. Properties

Conponents of LFBs have properties that are inmportant to the CE. The
nost inmportant property is the existence / readability / witeability
of the elenment. Depending on the type of the conponent, other

i nformati on may be of inportance.

The nodel provides the definition of the structure of property
information. There is a base class of property information. For the
array, alias, and event conponents, there are subcl asses of property
i nformation providing additional fields. This information is
accessed by the CE (and updated where applicable) via the ForCES
protocol. Wile some property information is witeable, there is no
mechani smcurrently provided for checking the properties of a
property elenment. Witeability can only be checked by attenpting to
nodi fy the val ue

4.8.1. Basic Properties
The basic property definition, along with the scal ar dataTypeDef for

accessibility, is below Note that this access perm ssion
information is generally read-only.
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<dat aTypeDef >
<nane>accessPer nm ssi onVal ues</ name>
<synopsi s>
The possi bl e val ues of conponent access pernission
</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<name>None</ nane>
<synopsi s>Access i s prohibited</synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nanme> Read- Only </ nane>
<synopsi s>
Access to the conponent is read only
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="2">
<name>Wite- Onl y</ nane>
<synopsi s>
The conponent MAY be witten, but not read
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="3">
<nane>Read- Wi t e</ name>
<synopsi s>
The conponent MAY be read or witten
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>baseEl ement Properti es</ nane>
<synopsi s>basi c properties, accessibility</synopsis>
<struct>
<conponent conponent| D="1">
<name>accessi bi | i ty</ nane>
<synopsi s>
does the conponent exist, and
can it be read or witten
</ synopsi s>
<t ypeRef >accessPer m ssi onVal ues</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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4.8.2. Array Properties

The properties for an array add a nunmber of inportant pieces of
i nformati on. These properties are al so read-only.

<dat aTypeDef >
<nane>ar r ayEl enent Properti es</ nane>
<synopsi s>Array El ement Properties definition</synopsis>
<struct>
<deri vedFr onrbaseEl enent Properti es</ deri vedFr onr
<conponent conponent| D="2">
<nane>ent r yCount </ nane>
<synopsi s>t he nunber of entries in the array</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>hi ghest UsedSubscri pt </ nane>
<synopsi s>t he | ast used subscript in the array</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nanme>firstUnusedSubscri pt </ nane>
<synopsi s>
The subscript of the first unused array el enent
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >

4.8.3. String Properties
The properties of a string specify the actual octet length and the
maxi mum octet length for the element. The maxi numlength is included

because an FE inplementation MAY limt a string to be shorter than
the limt in the LFB class definition
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<dat aTypeDef >
<nane>st ri ngEl enent Properti es</ nane>
<synopsi s>string El enent Properties definition </synopsis>
<struct>
<deri vedFr onrbaseEl enent Properti es</ deri vedFr onr
<conponent conponent | D="2">
<nane>st ri ngLengt h</ nane>
<synopsi s>t he nunber of octets in the string</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nanme>maxSt ri ngLengt h</ nane>
<synopsi s>
t he maxi mum nunber of octets in the string
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >

4.8.4. Cctetstring Properties

The properties of an octetstring specify the actual |ength and the
maxi mum | ength, since the FE inplenentation MAY limt an octetstring
to be shorter than the LFB class definition

<dat aTypeDef >
<name>oct et st ri ngEl enent Properti es</ nane>
<synopsi s>octetstring El enent Properties definition
</ synopsi s>
<struct>
<deri vedFr onmrbaseEl enent Properti es</ deri vedFrone
<conponent conponent| D="2">
<nane>oct et st ri ngLengt h</ nane>
<synopsi s>
the nunber of octets in the octetstring
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nanme>maxCct et st ri ngLengt h</ nane>
<synopsi s>
the maxi mum nunber of octets in the octetstring
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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4.8.5. Event Properties

The properties for an event add three (usually) witeable fields.
One is the subscription field. O neans no notification is generated.
Any non-zero value (typically 1 is used) nmeans that a notification is
generated. The hysteresis field is used to suppress generation of
notifications for oscillations around a condition value, and is
descri bed below (Section 4.8.5.2). The threshold field is used for
the <event G eat er Than/ > and <event LessThan/> conditions. It

i ndi cates the value to conpare the event target against. Using the
properties allows the CE to set the level of interest. FEs that do
not support setting the threshold for events will nmake this field
read-only.
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<dat aTypeDef >
<nane>event El enent Properti es</ nane>
<synopsi s>event El ement Properties definition</synopsis>
<struct>
<deri vedFr onrbaseEl enent Properti es</ deri vedFr onr
<conponent conponent | D="2">
<nane>r egi strati on</ nane>
<synopsi s>
has the CE registered to be notified of this event
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>t hr eshol d</ nane>
<synopsi s> conpari son value for |level crossing events
</ synopsi s>
<optional / >
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="4">
<name>event Hyst er esi s</ nane>
<synopsi s> region to suppress event recurrence notices
</ synopsi s>
<optional />
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="5">
<name>event Count </ nane>
<synopsi s> nunber of occurrences to suppress
</ synopsi s>
<optional />
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="6">
<nane>event | nt er val </ nane>
<synopsis> tinme interval in ns between notifications
</ synopsi s>
<optional / >
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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4.8.5.1. Common Event Filtering

The event properties have values for controlling several filter
conditions. Support of these conditions is optional, but al

condi tions SHOULD be supported. Events that are reliably known not
to be subject to rapid occurrence or other concerns MAY not support
all filter conditions.

Currently, three different filter condition variables are defined.
These are event Count, eventlnterval, and eventHysteresis. Setting
the condition variables to O (their default value) means that the
condition is not checked.

Conceptual Iy, when an event is triggered, all configured conditions
are checked. If no filter conditions are triggered, or if any
trigger conditions are nmet, the event notification is generated. |If
there are filter conditions, and no condition is nmet, then no event
notification is generated. Event filter conditions have reset
behavi or when an event notification is generated. |f any condition
is passed, and the notification is generated, the notification reset
behavior is perfornmed on all conditions, even those that had not
passed. This provides a clean definition of the interaction of the
various event conditions.

An exanple of the interaction of conditions is an event with an

event Count property set to 5 and an eventlnterval property set to 500
mlliseconds. Suppose that a burst of occurrences of this event is
detected by the FE. The first occurrence will cause a notification
to be sent to the CE. Then, if four nore occurrences are detected
rapidly (less than 0.5 seconds) they will not result in
notifications. |If two nore occurrences are detected, then the second
of those will result in a notification. Alternatively, if nore than
500 m | liseconds has passed since the notification and an occurrence
is detected, that will result in a notification. 1In either case, the
count and tine interval suppression is reset no matter which
condition actually caused the notification

4.8.5. 2. Event Hysteresis Filtering

Events with numeric conditions can have hysteresis filters applied to
them The hysteresis level is defined by a property of the event.
This allows the FE to notify the CE of the hysteresis applied, and if
it chooses, the FE can allow the CE to nodify the hysteresis. This
applies to <event Changed/> for a nuneric field, and to
<event G eat er Than/ > and <eventLessThan/>. The content of a
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<variance> elenent is a nuneric value. Wen supporting hysteresis,
the FE MJUST track the value of the el ement and nmake sure that the
condition has beconme untrue by at |east the hysteresis fromthe event
property. To be specific, if the hysteresis is V, then:

o For an <event Changed/> condition, if the last notification was for
val ue X, then the <changed/> notification MUST NOT be generated
until the value reaches X +/- V.

o For an <eventGreaterThan/> condition with threshold T, once the
event has been generated at |east once it MJST NOT be generated
again until the field first becomes less than or equal to T - V,
and then exceeds T.

0 For an <eventlLessThan/> condition with threshold T, once the event
has been generate at |east once it MJST NOT be generated again
until the field first becones greater than or equal to T + V, and
then becones |ess than T.

4.8.5.3. Event Count Filtering

Events MAY have a count filtering condition. This property, if set
to a non-zero value, indicates the nunber of occurrences of the event
that should be considered redundant and not result in a notification
Thus, if this property is set to 1, and no other conditions apply,
then every other detected occurrence of the event will result in a
notification. This particular neaning is chosen so that the value 1
has a distinct neaning fromthe val ue O.

A conceptual inplenentation (not required) for this mght be an
i nternal suppression counter. Wenever an event is triggered, the

counter is checked. |If the counter is O, a notification is
generated. Whether or not a notification is generated, the counter
is increnmented. |If the counter exceeds the configured value, it is
set to O.

4.8.5.4. Event Tinme Filtering

Events MAY have a tine filtering condition. This property represents
the mninumtime interval (in the absence of sone other filtering
condi tion being passed) between generating notifications of detected
events. This condition MJST only be passed if the tinme since the

| ast notification of the event is |onger than the configured interva
in mlliseconds.
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Conceptual ly, this can be thought of as a stored tinestanp that is
conpared with the detection tinme, or as a timer that is running that
resets a suppression flag. In either case, if a notification is
generated due to passing any condition then the time interva
detection MJST be restarted.

4.8.6. Alias Properties

The properties for an alias add three (usually) witeable fields.
These conmbine to identify the target component to which the subject
alias refers.

<dat aTypeDef >
<nane>al i asEl enent Properti es</ nane>
<synopsi s>al i as El ement Properties definition</synopsis>
<struct>
<deri vedFr onrbaseEl enent Properti es</ deri vedFr onr
<conponent conponent | D="2">
<nane>t ar get LFBCl ass</ nane>
<synopsi s>t he class ID of the alias target</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>t ar get LFBI nst ance</ nane>
<synopsi s>the instance ID of the alias target</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nane>t ar get Conrponent Pat h</ name>
<synopsi s>
the path to the conponent target
each 4 octets is read as one path el enent,
using the path construction in the ForCES protocol
[2].
</ synopsi s>
<typeRef >octetstring[128] </ typeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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4.9.

XM. Schema for LFB O ass Library Docunents

<?xm version="1.0" encodi ng="UTF-8""?>
<xsd: schema xm ns: xsd="htt p://ww. w3. or g/ 2001/ XM_Schema"
xm ns="urn:ietf:paranms: xm :ns:forces:|fbnodel:1.0"
xm ns: | fb="urn:ietf:parans: xm :ns:forces: | fbnodel:1.0"
target Nanespace="urn:ietf: parans: xm :ns:forces:|fbnodel: 1. 0"
attri but eFor nDef aul t ="unqual i fi ed"
el ement For nDef aul t =" qual i fi ed" >
<xsd: annot ati on>
<xsd: docunentation xm : Il ang="en">
Schema for Defining LFB Cl asses and associ ated types (franes,
data types for LFB attributes, and netadata).
</ xsd: docunent at i on>
</ xsd: annot at i on>
<xsd: el ement nane="description" type="xsd:string"/>
<xsd: el ement nane="synopsi s" type="xsd:string"/>
<!-- Docunent root elenent: LFBLibrary -->
<xsd: el enent nane="LFBLi brary">
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement ref="description" m nQccurs="0"/>
<xsd: el ement nane="|oad" type="loadType" m nCccurs="0"
maxQccur s="unbounded"/ >
<xsd: el enent nane="franeDefs" type="franmeDefsType"
m nCccur s="0"/ >
<xsd: el ement nane="dat aTypeDefs" type="dat aTypeDef sType"
m nOccur s="0"/ >
<xsd: el ement nane="rnet adat aDef s" type="nmnet adat aDef sType"
m nCccurs="0"/ >
<xsd: el enent nane="LFBC assDefs" type="LFBC assDef sType"
m nCccur s="0"/ >
</ xsd: sequence>
<xsd: attribute nane="provi des" type="xsd: Nane" use="required"/>
</ xsd: conmpl exType>
<!'-- Uni queness constraints -->
<xsd: key name="frane">
<xsd: sel ector xpath="I|fb:frameDefs/Ifb:franeDef"/>
<xsd:field xpath="1Ifb: name"/ >
</ xsd: key>
<xsd: key nane="dat aType" >
<xsd: sel ector xpat h="1fb: dataTypeDefs/|fb: dataTypeDef"/>
<xsd: field xpath="1fb: name"/>
</ xsd: key>
<xsd: key nane="net adat aDef " >
<xsd: sel ect or xpat h="1fb: net adat aDef s/ | f b: met adat aDef "/ >
<xsd:field xpath="1fb: name"/>
</ xsd: key>
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<xsd: key nane="LFBC assDef ">
<xsd: sel ector xpath="1fb: LFBC assDefs/| fb: LFBC assDef"/>
<xsd:field xpath="1Ifb: name"/ >
</ xsd: key>
</ xsd: el ement >
<xsd: conpl exType nanme="I| oadType" >
<xsd:attribute nanme="library" type="xsd: Nanme" use="required"/>
<xsd:attribute nanme="|ocation" type="xsd:anyURl " use="optional"/>
</ xsd: conpl exType>
<xsd: conpl exType name="frameDef sType" >
<xsd: sequence>
<xsd: el ement nane="franeDef" maxQccur s="unbounded">
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement ref="description" m nQccurs="0"/>
</ xsd: sequence>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nane="dat aTypeDef sType" >
<xsd: sequence>
<xsd: el ement nane="dat aTypeDef" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="name" type="xsd: NMTOKEN'/ >
<xsd: el ement ref="synopsis"/>
<xsd: el enent ref="description" m nQccurs="0"/>
<xsd: group ref="typeDecl arati onG oup"/>
</ xsd: sequence>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>

<l--
Predefined (built-in) atom c data-types are:
char, uchar, intl1l6, uintl6, int32, uint32, int64, uint64,
string[N], string, byte[N, boolean, octetstring[N|
float32, float64
-->

<xsd: group name="typeDecl arati onG oup" >
<xsd: choi ce>
<xsd: el ement nane="typeRef" type="typeRef NMTOKEN'/ >
<xsd: el ement nane="atom c" type="atoni cType"/>
<xsd: el ement nane="array" type="arrayType"/>
<xsd: el enent nane="struct" type="structType"/>
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<xsd: el enent nane="uni on" type="structType"/>
<xsd: el ement nane="al i as" type="typeRef NMTCKEN"/ >
</ xsd: choi ce>
</ xsd: gr oup>
<xsd: si npl eType name="t ypeRef NMTCKEN" >
<xsd:restriction base="xsd:token">
<xsd: pattern val ue="\c+"/>
<xsd: pattern value="string\[\d+]"/>
<xsd: pattern value="byte\[\d+]"/>
<xsd: pattern value="octetstring\[\d+\]"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: conpl exType nane="at oni cType" >
<xsd: sequence>
<xsd: el ement nane="baseType" type="typeRef NMTOKEN'/ >
<xsd: el ement nane="rangeRestriction"
type="rangeRestrictionType" m nCccurs="0"/>
<xsd: el enent nane="speci al Val ues" type="speci al Val uesType"
m nCccur s="0"/ >
</ xsd: sequence>
</ xsd: conmpl exType>
<xsd: conpl exType name="rangeRestricti onType">
<xsd: sequence>
<xsd: el enent nane="al | ownedRange" nmaxCccur s="unbounded" >
<xsd: conpl exType>
<xsd:attribute nane="m n" type="xsd:integer"
use="required"/>
<xsd:attribute nane="max" type="xsd:integer"
use="required"/>
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType name="speci al Val uesType" >
<xsd: sequence>
<xsd: el enent nane="speci al Val ue" nmaxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
</ xsd: sequence>
<xsd:attribute nane="val ue" type="xsd:token"/>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nanme="arrayType">
<xsd: sequence>
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<xsd: group ref="typeDecl arati onG oup"/>
<xsd: el ement nane="cont ent Key" m nCccurs="0"
maxQccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el enent nane="cont ent KeyFi el d* maxQccur s="unbounded"
type="xsd: string"/>
</ xsd: sequence>
<xsd: attribute nane="contentKeyl D' use="required"
type="xsd:integer"/>
</ xsd: conmpl exType>
<l--declare keys to have unique IDs -->
<xsd: key name="cont ent Keyl D" >
<xsd: sel ect or xpat h="1fb: cont ent Key"/ >
<xsd: field xpat h="@ontentKeyl D'/ >
</ xsd: key>
</ xsd: el ement >
</ xsd: sequence>
<xsd:attribute nane="type" use="optional"
def aul t ="vari abl e- si ze" >
<xsd: si npl eType>
<xsd:restriction base="xsd:string">
<xsd: enumer ati on val ue="fi xed-si ze"/>
<xsd: enuneration val ue="vari abl e-si ze"/ >
</ xsd:restriction>
</ xsd: si npl eType>
</ xsd: attribute>
<xsd:attribute nane="length" type="xsd:integer" use="optional"/>
<xsd: attribute nane="maxLengt h" type="xsd:integer"
use="optional "/ >
</ xsd: conpl exType>
<xsd: conpl exType nanme="struct Type" >
<xsd: sequence>
<xsd: el ement nane="deri vedFrom' type="typeRef NMITOCKEN"
m nOccur s="0"/ >
<xsd: el enent nane="conponent" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement ref="description" m nQccurs="0"/>
<xsd: el enent nane="optional" m nCccurs="0"/>
<xsd: group ref="typeDecl arati onG oup"/>
</ xsd: sequence>
<xsd: attribute nane="conponent| D' use="required"
type="xsd: unsi gnedl nt"/ >
</ xsd: conmpl exType>
<l-- key declaration to make conponentl Ds unique in a struct
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-->
<xsd: key nane="struct Conponent| D'>
<xsd: sel ector xpat h="1fb: conponent"/>
<xsd: field xpat h="@onponent| D"/ >
</ xsd: key>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType name="net adat aDef sType" >
<xsd: sequence>
<xsd: el ement nane="rmet adat aDef" maxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement nane="nmet adat al D' type="xsd:integer"/>
<xsd: el ement ref="description" m nQccurs="0"/>
<xsd: choi ce>
<xsd: el enent nane="typeRef" type="typeRef NMTOKEN'"/ >
<xsd: el ement nane="atom c" type="atoni cType"/>
</ xsd: choi ce>
</ xsd: sequence>
</ xsd: conmpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType name="LFBC assDef sType" >
<xsd: sequence>
<xsd: el ement nane="LFBC assDef" maxQccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement nane="version" type="versionType"/>
<xsd: el ement nane="deri vedFrom' type="xsd: NMTOKEN"
m nCccurs="0"/ >
<xsd: el enent nane="i nput Ports" type="input PortsType"
m nCccur s="0"/ >
<xsd: el ement nane="out put Ports" type="out putPortsType"
m nOccur s="0"/ >
<xsd: el ement nane="conmponents" type="LFBConponent sType"
m nCccur s="0"/ >
<xsd: el ement nane="capabilities"
type="LFBCapabi liti esType" m nQccurs="0"/>
<xsd: el ement nane="events"
type="event sType" m nCccurs="0"/>
<xsd: el ement ref="description" m nQccurs="0"/>
</ xsd: sequence>
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<xsd: attribute nane="LFBC assl D' use="required"
type="xsd: unsi gnedi nt"/ >
</ xsd: conpl exType>
<I-- Key constraint to ensure unique attribute names within
a cl ass:
-->
<xsd: key nanme="conponents">
<xsd: sel ector xpat h="1fb: conponents/Ifb: conponent"/>
<xsd:field xpath="1Ifb: name"/ >
</ xsd: key>
<xsd: key name="capabilities">
<xsd: sel ector xpath="Ifb:capabilities/|fb:capability"/>
<xsd: field xpath="1fb: name"/>
</ xsd: key>
<xsd: key name="conponent | Ds" >
<xsd: sel ect or xpat h="1fb: components/Ifb: component"/>
<xsd: field xpat h="@onponent| D"/ >
</ xsd: key>
<xsd: key nanme="capabilityl Ds">
<xsd: sel ector xpath="Ifb: capabilities/|fb:capability"/>
<xsd: field xpat h="@onponent| D"/ >
</ xsd: key>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: si npl eType nanme="versi onType" >
<xsd:restriction base="xsd: NMTCKEN' >
<xsd:pattern value="[1-9][0-9]*\.([21-9][0-9]*|0)"/>
</xsd:restriction>
</ xsd: si npl eType>
<xsd: conpl exType name="i nput Port sType" >
<xsd: sequence>
<xsd: el ement nane="i nput Port" type="i nputPort Type"
maxQccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nanme="i nput Port Type" >
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement nane="expectation" type="portExpectationType"/>
<xsd: el enent ref="description" m nQccurs="0"/>
</ xsd: sequence>
<xsd: attribute nane="group" type="xsd: bool ean" use="optional"
defaul t="0"/>
</ xsd: conpl exType>
<xsd: conpl exType nanme="port Expectati onType">
<xsd: sequence>
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<xsd: el enent nane="franeExpected" m nCccurs="0">
<xsd: conpl exType>
<xsd: sequence>
<l-- ref nust refer to a name of a defined frane type -->
<xsd: el ement name="ref" type="xsd:string"
maxQccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>
</ xsd: el enent >
<xsd: el ement nane="rmet adat aExpect ed"” m nCccurs="0">
<xsd: conpl exType>
<xsd: choi ce maxCccur s="unbounded" >
<l-- ref nust refer to a nane of a defined netadata -->

<xsd: el ement nane="ref" type="netadat al nput Ref Type"/>
<xsd: el ement nane="one- of "
t ype="net adat al nput Choi ceType"/ >
</ xsd: choi ce>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nane="net adat al nput Choi ceType" >
<xsd: choi ce m nCccurs="2" maxCccur s="unbounded" >
<l-- ref nust refer to a nane of a defined netadata -->
<xsd: el ement nane="ref" type="xsd: NMTOKEN'/ >
<xsd: el ement nane="one-of" type="netadat al nput Choi ceType"/ >
<xsd: el ement nane="net adat aSet" type="net adat al nput Set Type"/ >
</ xsd: choi ce>
</ xsd: conpl exType>
<xsd: conpl exType name="net adat al nput Set Type" >
<xsd: choi ce m nCccurs="2" maxCccur s="unbounded" >
<l-- ref nust refer to a nane of a defined netadata -->
<xsd: el ement nane="ref" type="netadat al nput Ref Type"/>
<xsd: el ement nane="one-of" type="netadat al nput Choi ceType"/ >
</ xsd: choi ce>
</ xsd: conpl exType>
<xsd: conpl exType nane="net adat al nput Ref Type" >
<xsd: si npl eCont ent >
<xsd: ext ensi on base="xsd: NMTOKEN' >
<xsd: attri bute nane="dependency" use="optional"
defaul t="requi red">
<xsd: si npl eType>
<xsd:restriction base="xsd:string">
<xsd: enurner ati on val ue="requi red"/ >
<xsd: enumer ati on val ue="optional "/ >
</xsd:restriction>
</ xsd: si npl eType>
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</ xsd: attribute>
<xsd: attribute nane="defaul t Val ue" type="xsd:token"
use="optional "/ >
</ xsd: ext ensi on>
</ xsd: si mpl eCont ent >
</ xsd: conpl exType>
<xsd: conpl exType name="out put PortsType" >
<xsd: sequence>
<xsd: el ement nane="out put Port" type="out put Port Type"
maxQccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType name="out put Port Type" >
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement nane="product” type="portProduct Type"/>
<xsd: el enent ref="description" m nQccurs="0"/>
</ xsd: sequence>
<xsd: attribute nane="group" type="xsd: bool ean" use="optional"
defaul t="0"/>
</ xsd: conpl exType>
<xsd: conpl exType name="port Product Type" >
<xsd: sequence>
<xsd: el ement nane="franeProduced" >
<xsd: conpl exType>
<xsd: sequence>
<I-- ref nust refer to a name of a defined frane type
-->
<xsd: el enent nane="ref" type="xsd: NMTOKEN"
maxQccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>
</ xsd: el ement >
<xsd: el ement nane="net adat aPr oduced” m nCccurs="0">
<xsd: conpl exType>
<xsd: choi ce maxCccur s="unbounded" >
<l-- ref nust refer to a nane of a defined netadata
-->
<xsd: el ement nane="ref" type="netadat aCut put Ref Type"/ >
<xsd: el ement nane="one- of "
t ype="net adat aQut put Choi ceType"/ >
</ xsd: choi ce>
</ xsd: conpl exType>
</ xsd: el enent >
</ xsd: sequence>
</ xsd: conmpl exType>
<xsd: conpl exType nanme="net adat aQut put Choi ceType" >
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<xsd: choi ce m nCccurs="2" maxCccur s="unbounded" >
<l-- ref nust refer to a nane of a defined netadata -->
<xsd: el ement nane="ref" type="xsd: NMTOKEN'/ >
<xsd: el ement nane="one-of" type="netadat aCut put Choi ceType"/>
<xsd: el ement nane="rmet adat aSet" type="netadat aQut put Set Type"/>
</ xsd: choi ce>
</ xsd: conpl exType>
<xsd: conpl exType nanme="net adat aQut put Set Type" >
<xsd: choi ce mi nCccurs="2" maxCccur s="unbounded" >
<l-- ref nmust refer to a name of a defined nmetadata -->
<xsd: el ement nane="ref" type="netadat aCut put Ref Type"/ >
<xsd: el enent nane="one-of " type="netadat aCut put Choi ceType"/>
</ xsd: choi ce>
</ xsd: conpl exType>
<xsd: conpl exType name="net adat aOut put Ref Type" >
<xsd: si npl eCont ent >
<xsd: ext ensi on base="xsd: NMTOKEN' >
<xsd:attribute nane="avail ability" use="optional"
def aul t ="uncondi ti onal ">
<xsd: si npl eType>
<xsd:restriction base="xsd:string">
<xsd: enumer ati on val ue="unconditional"/>
<xsd: enumer ati on val ue="conditional "/ >
</ xsd:restriction>
</ xsd: si npl eType>
</ xsd:attribute>
</ xsd: ext ensi on>
</ xsd: si npl eCont ent >
</ xsd: conmpl exType>
<xsd: conpl exType nane="LFBConponent sType" >
<xsd: sequence>
<xsd: el ement nane="conponent" nmaxCccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="name" type="xsd: NMTOKEN'/ >
<xsd: el enent ref="synopsis"/>
<xsd: el enent ref="description" m nQccurs="0"/>
<xsd: el ement nane="optional" m nCccurs="0"/>
<xsd: group ref="typeDecl arati onG oup"/>
<xsd: el ement nane="def aul t Val ue" type="xsd:token"
m nOccur s="0"/ >
</ xsd: sequence>
<xsd: attribute nane="access" use="optional"
default="read-wite">
<xsd: si npl eType>
<xsd:list itemlype="accessMdeType"/>
</ xsd: si nmpl eType>
</ xsd: attri bute>
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<xsd: attribute nane="conponent| D' use="required"
type="xsd: unsi gnedi nt"/ >
</ xsd: conpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: si npl eType nanme="accessMdeType" >
<xsd:restriction base="xsd: NMTCKEN' >
<xsd: enumer ati on val ue="read-only"/>
<xsd: enumer ati on val ue="read-wite"/>
<xsd: enumer ati on val ue="wite-only"/>
<xsd: enuneration val ue="read-reset"/>
<xsd: enunerati on val ue="trigger-only"/>
</xsd:restriction>
</ xsd: si nmpl eType>
<xsd: conpl exType name="LFBCapabilitiesType">
<xsd: sequence>
<xsd: el enent nane="capability" maxQccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>
<xsd: el ement ref="description" m nQccurs="0"/>
<xsd: el enent nane="optional" m nCccurs="0"/>
<xsd: group ref="typeDecl arati onG oup"/>
</ xsd: sequence>
<xsd: attribute nane="conponent| D' use="required"
type="xsd:integer"/>
</ xsd: conmpl exType>
</ xsd: el ement >
</ xsd: sequence>
</ xsd: conpl exType>
<xsd: conpl exType nanme="event sType" >
<xsd: sequence>
<xsd: el ement nane="event" maxQccur s="unbounded" >
<xsd: conpl exType>
<xsd: sequence>
<xsd: el ement nane="nane" type="xsd: NMTCKEN"/ >
<xsd: el ement ref="synopsis"/>

2010

<xsd: el ement nane="event Target" type="event Pat hType"/>

<xsd: el enent ref="eventCondition"/>

<xsd: el enent nane="event Reports" type="event ReportsType"

m nCccur s="0"/ >
<xsd: el ement ref="description" m nQccurs="0"/>
</ xsd: sequence>
<xsd:attribute nane="event| D' use="required"
type="xsd:integer"/>
</ xsd: conpl exType>
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</ xsd: el ement >
</ xsd: sequence>
<xsd: attribute nane="basel D' type="xsd:integer"
use="optional "/ >
</ xsd: conmpl exType>
<l-- the substitution group for the event conditions -->
<xsd: el ement nane="event Conditi on" abstract="true"/>
<xsd: el ement nane="event Cr eat ed"
substituti onG oup="event Condition"/>
<xsd: el emrent nane="event Del et ed"
substituti onG oup="event Condi ti on"/>
<xsd: el enent nane="event Changed"
substituti onG oup="event Condition"/>
<xsd: el ement nane="event G eat er Than"
substituti onG oup="event Condition"/>
<xsd: el emrent name="event LessThan"
substituti onG oup="event Condi ti on"/>
<xsd: conpl exType nanme="event Pat hType" >
<xsd: sequence>
<xsd: el ement ref="eventPat hPart" naxOccurs="unbounded"/ >
</ xsd: sequence>
</ xsd: conpl exType>
<l-- the substitution group for the event path parts -->
<xsd: el enent nane="event PathPart" type="xsd:string"
abstract="true"/>
<xsd: el ement nane="event Fi el d" type="xsd: string"
substituti onG oup="event Pat hPart"/ >
<xsd: el ement nane="event Subscript" type="xsd:string"
substituti onG oup="event Pat hPart"/ >
<xsd: conpl exType nanme="event ReportsType" >
<xsd: sequence>
<xsd: el ement nane="event Report" type="event Pat hType"
maxQccur s="unbounded"/ >
</ xsd: sequence>
</ xsd: conmpl exType>
<xsd: si npl eType nanme="bool eanType" >
<xsd:restriction base="xsd:string">
<xsd: enuner ati on val ue="0"/>
<xsd: enuner ati on val ue="1"/>
</xsd:restriction>
</ xsd: si nmpl eType>
</ xsd: schema>
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5. FE Conponents and Capabilities

A For CES forwarding el ement handles traffic on behalf of a ForCES
control element. Wile the standards will describe the protocol and
mechani sns for this control, different inplenentations and different
instances will have different capabilities. The CE MJST be able to
det erm ne what each instance it is responsible for is actually
capabl e of doing. As stated previously, this is an approxi mation

The CE is expected to be prepared to cope with errors in requests and
variations in detail not captured by the capabilities information
about an FE

In addition to its capabilities, an FE will have information that can
be used in understandi ng and controlling the forwarding operations.
Sone of this information will be read-only, while others parts may

al so be witeable.

In order to nmake the FE infornation easily accessible, the
information is represented in an LFB. This LFB has a cl ass,

FEQhj ect. The LFBC assID for this class is 1. Only one instance of
this class will ever be present in an FE, and the instance |ID of that
instance in the protocol is 1. Thus, by referencing the components
of class:1, instance:1 a CE can get the general information about the
FE. The FEoject LFB class is described in this section

There will also be an FEProtocol LFB class. LFBC assID 2 is reserved
for that class. There will be only one instance of that class as
well. Details of that class are defined in the ForCES protoco

[ RFC5810] docunent .

5. 1. XML for FEQohject Cass Definition

<?xm version="1.0" encodi ng="UTF-8""?>
<LFBLi brary xm ns="urn:ietf:params: xm :ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schema- i nst ance"
provi des="FEQhj ect " >
<dat aTypeDef s>
<dat aTypeDef >
<nane>LFBAdj acencyLi ni t Type</ nane>
<synopsi s>Descri bi ng the Adjacent LFB</synopsis>
<struct>
<conponent conponent| D="1">
<nanme>Nei ghbor LFB</ nane>
<synopsi s> D for that LFB cl ass</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Vi aPor t s</ name>
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<synopsi s>
the ports on which we can connect
</ synopsi s>
<array type="vari abl e-si ze">
<typeRef >stri ng</typeRef >
</ array>
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>Por t G oupLi m t Type</ nane>
<synopsi s>
Limts on the nunber of ports in a given group
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>Por t G oupNane</ nane>
<synopsi s>G oup Name</ synopsi s>
<t ypeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="2">
<name>M nPor t Count </ nane>
<synopsi s>M ni mum Port Count </ synopsi s>
<optional />
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>MaxPor t Count </ nanme>
<synopsi s>Max Port Count </ synopsi s>
<optional />
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Support edLFBType</ nane>
<synopsi s>table entry for supported LFB</synopsis>
<struct>
<conponent conponent| D="1">
<name>LFBNane</ nane>
<synopsi s>
The nane of a supported LFB cl ass
</ synopsi s>
<t ypeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>LFBCd assl D</ nane>
<synopsis>the id of a supported LFB cl ass</synopsi s>
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<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>LFBVer si on</ nane>
<synopsi s>
The version of the LFB class used
by this FE.
</ synopsi s>
<typeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="4">
<nanme>LFBCccurrenceLi m t </ name>
<synopsi s>
the upper limt of instances of LFBs of this class
</ synopsi s>
<optional / >
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<l-- For each port group, how many ports can exi st
-->
<conponent conponent| D="5">
<nane>Por t &G oupLi mi t s</ name>
<synopsi s>Tabl e of Port G oup Limts</synopsis>
<optional />
<array type="vari abl e-si ze">
<t ypeRef >Port Gr oupLi mi t Type</typeRef >
</ array>
</ conponent >
<l-- for the naned LFB C ass, the LFB Classes it may follow -->
<conponent conponent| D="6">
<nanme>CanCccur Af t er s</ name>
<synopsi s>
Li st of LFB classes that this LFB class can foll ow
</ synopsi s>
<optional / >
<array type="vari abl e-si ze">
<t ypeRef >LFBAdj acencyLi nm t Type</t ypeRef >
</ array>
</ conponent >
<l-- for the naned LFB Class, the LFB C asses that may follow it
-->
<conponent conponent| D="7">
<nanme>CanCccur Bef or es</ nanme>
<synopsi s>
Li st of LFB classes that can follow this LFB cl ass
</ synopsi s>
<optional / >
<array type="vari abl e-si ze">
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<t ypeRef >LFBAdj acencyLi nm t Type</t ypeRef >
</ array>
</ conponent >
<conponent conponent| D="8">
<nanme>Useabl ePar ent LFBC asses</ nane>
<synopsi s>
Li st of LFB classes fromwhich this class has
i nherited, and which the FEis willing to all ow
for references to instances of this class.
</ synopsi s>
<optional / >
<array type="vari abl e-si ze">
<t ypeRef >ui nt 32</ t ypeRef >
</ array>
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>FESt at eVal ues</ nane>
<synopsi s>The possi bl e val ues of status</synopsis>
<at omi c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nanme>Adm nDi sabl e</ nane>
<synopsi s>
FE is administratively disabl ed
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nanme>Qper Di sabl e</ nane>
<synopsi s>FE i s operatively disabl ed</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="2">
<name>Qper Enabl e</ nane>
<synopsi s>FE i s operating</synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ at oni c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>FEConf i gur edNei ghbor Type</ nane>
<synopsi s>Details of the FE s Nei ghbor</synopsi s>
<struct>
<conponent conponent| D="1">
<name>Nei ghbor | D</ nane>
<synopsi s>Nei ghbor s FEI D</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
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</ conponent >
<conponent conponent| D="2">
<name>| nt er f aceToNei ghbor </ nanme>
<synopsi s>
FE' s interface that connects to this neighbor
</ synopsi s>
<optional />
<typeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="3">
<nane>Nei ghbor | nt er f ace</ nane>
<synopsi s>
The nane of the interface on the neighbor to
which this FE is adjacent. This is required
in case two FEs are adjacent on nore than
one interface.
</ synopsi s>
<optional />
<t ypeRef >stri ng</typeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>LFBSel ect or Type</ nane>
<synopsi s>
Uni que identification of an LFB cl ass-instance
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>LFBd assl D</ nanme>
<synopsi s>LFB C ass Identifier</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>LFBI nst ancel D</ nane>
<synopsi s>LFB | nst ance | D</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>LFBLi nkType</ nane>
<synopsi s>
Li nk between two LFB instances of topol ogy
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>Fr onLFBI D</ nane>
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<synopsi s>LFB src</synopsi s>
<t ypeRef >LFBSel ect or Type</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>Fr onPor t G oup</ nane>
<synopsi s>src port group</synopsi s>
<t ypeRef >string</typeRef >
</ conponent >
<conponent conponent| D="3">
<name>Fr onPor t | ndex</ nane>
<synopsi s>src port index</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="4">
<name>ToLFBI D</ nane>
<synopsi s>dst LFBI D</ synopsi s>
<t ypeRef >LFBSel ect or Type</t ypeRef >
</ conponent >
<conmponent conponent | D="5">
<nanme>ToPor t G oup</ nanme>
<synopsi s>dst port group</synopsi s>
<typeRef >stri ng</typeRef >
</ conponent >
<conponent conponent| D="6">
<nane>ToPort | ndex</ name>
<synopsi s>dst port index</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
</ dat aTypeDef s>
<LFBC assDef s>
<LFBC assDef LFBC asslD="1">
<name>FEMj ect </ nane>
<synopsi s>Core LFB: FE Obj ect </ synopsi s>
<versi on>1. 0</ ver si on>
<conponent s>
<conponent access="read-wite" conmponentl|D="1">
<nane>LFBTopol ogy</ nhame>

2010

<synopsi s>t he tabl e of known Topol ogi es</ synopsi s>

<array type="vari abl e-si ze">
<t ypeRef >LFBLi nkType</t ypeRef >
</ array>
</ conponent >
<conponent access="read-wite" conponentl|D="2">
<name>LFBSel ect or s</ nane>
<synopsi s>
tabl e of known active LFB cl asses and
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i nst ances
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >LFBSel ect or Type</t ypeRef >
</ array>
</ conponent >
<conponent access="read-wite" conponentl| D="3">
<nane>FENane</ name>
<synopsi s>nane of this FE</synopsis>
<typeRef >stri ng[ 40] </ t ypeRef >
</ conponent >
<conponent access="read-wite" conponentl| D="4">
<nane>FEl D</ nanme>
<synopsi s>l D of this FE</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent access="read-only" conmponentl| D="5">
<nanme>FEVendor </ nane>
<synopsi s>vendor of this FE</synopsi s>
<t ypeRef >stri ng[ 40] </ t ypeRef >
</ conponent >
<conponent access="read-only" conmponentl|D="6">
<nanme>FEModel </ nane>
<synopsi s>nodel of this FE</synopsis>
<t ypeRef >stri ng[ 40] </ t ypeRef >
</ conponent >
<conponent access="read-only" conmponent|D="7">
<nanme>FESt at e</ nane>
<synopsi s>State of this FE</synopsis>
<t ypeRef >FESt at eVal ues</t ypeRef >
</ conponent >
<conponent access="read-wite" conponent| D="8">
<nane>FENei ghbor s</ name>
<synopsi s>t abl e of known nei ghbor s</ synopsi s>
<optional / >
<array type="vari abl e-si ze">
<t ypeRef >FEConf i gur edNei ghbor Type</t ypeRef >
</ array>
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="30">
<nanme>Modi f i abl eLFBTopol ogy</ nane>
<synopsi s>
Whet her Modifiable LFB is supported
</ synopsi s>
<optional / >
<t ypeRef >bool ean</t ypeRef >
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</ capability>
<capability conponent| D="31">
<name>Suppor t edLFBs</ nane>
<synopsi s>Li st of all supported LFBs</synopsis>
<optional / >
<array type="vari abl e-si ze">
<t ypeRef >Support edLFBType</t ypeRef >
</ array>
</ capability>
</ capabilities>
</ LFBC assDef >
</ LFBO assDef s>
</ LFBLi brary>

5.2. FE Capabilities

The FE capability information is contained in the capabilities
el ement of the class definition. As described el sewhere, capability
information is always considered to be read-only.

The currently defined capabilities are Modifiabl eLFBTopol ogy and
SupportedLFBs. Information as to which conponents of the FEObject
LFB are supported is accessed by the properties information for those
conmponent s.

5.2.1. Modi fi abl eLFBTopol ogy

Thi s component has a bool ean val ue that indicates whether the LFB
topol ogy of the FE may be changed by the CE. |If the conponent is
absent, the default value is assuned to be true, and the CE presunes
that the LFB topol ogy may be changed. |If the value is present and
set to false, the LFB topology of the FE is fixed. |f the topol ogy
is fixed, the SupportedLFBs el enent nay be onmtted, and the list of
supported LFBs is inferred by the CE fromthe LFB topol ogy
information. |If the Iist of supported LFBs is provided when

Modi fi abl eLFBTopol ogy is fal se, the CanCccurBefore and CanCccur After
i nformation should be onmitted.

5.2.2. SupportedLFBs and SupportedLFBType

One capability that the FE should include is the Iist of supported
LFB cl asses. The SupportedLFBs conponent, is an array that contains
the informati on about each supported LFB class. The array structure
type is defined as the SupportedLFBType dataTypeDef.

Each entry in the SupportedLFBs array describes an LFB class that the

FE supports. In addition to indicating that the FE supports the
class, FEs with nodifiable LFB topol ogy SHOULD i ncl ude infornation
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about how LFBs of the specified class nay be connected to other LFBs.
This informati on SHOULD descri be which LFB cl asses the specified LFB
cl ass may succeed or precede in the LFB topology. The FE SHOULD

i nclude information as to which port groups nmay be connected to the
gi ven adj acent LFB class. |[If port group information is omtted, it
is assuned that all port groups may be used. This capability

i nformati on on the acceptabl e ordering and connection of LFBs MAY be
omitted if the inplenentor concludes that the actual constraints are
such that the information would be misleading for the CE

5.2.2.1. LFBNane

Thi s conponent has as its value the name of the LFB cl ass being
descri bed.

5.2.2.2. LFBd assID

LFBCl assID is the nuneric ID of the LFB class being described. Wile
conceptual ly redundant with the LFB nane, both are included for
clarity and to allow consistency checking.

5.2.2.3. LFBVersion

LFBVersion is the version string specifying the LFB class version
supported by this FE. As described above in versioning, an FE can
support only a single version of a given LFB cl ass.

5.2.2.4. LFBCccurrencelLimt

This conmponent, if present, indicates the |argest nunber of instances
of this LFB class the FE can support. For FEs that do not have the
capability to create or destroy LFB instances, this can either be
omitted or be the sane as the nunmber of LFB instances of this class
contained in the LFB list attribute.

5.2.2.5. PortGoupLimts and Port GroupLi mtType

The Port GroupLimts conponent is an array of information about the
port groups supported by the LFB class. The structure of the port
group limt information is defined by the PortG oupLimtType

dat aTypeDef .

Each Port GoupLimts array entry contains infornation describing a
single port group of the LFB class. Each array entry contains the
nane of the port group in the PortG oupNane conponent, the fewest
nunber of ports that can exist in the group in the M nPort Count
conponent, and the |argest number of ports that can exist in the
group in the MaxPort Count conponent.
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5.2.2.6. CanCccurAfters and LFBAdj acencyLi m t Type

The CanQccur Afters component is an array that contains the list of
LFBs the described class can occur after. The array entries are
defined in the LFBAdj acencyLi mtType dataTypeDef.

The array entries describe a perm ssible positioning of the described
LFB class, referred to here as the SupportedLFB. Specifically, each
array entry names an LFB that can topologically precede that LFB
class. That is, the SupportedLFB can have an input port connected to
an output port of an LFB that appears in the CanCccurAfters array.
The LFB class that the SupportedLFB can followis identified by the
Nei ghbor LFB conponent (of the LFBAdjacencyLi mtType dataTypeDef) of
the CanCccur Afters array entry. |f this neighbor can only be
connected to a specific set of input port groups, then the viaPort
conponent is included. This component is an array, with one entry
for each input port group of the SupportedLFB that can be connected
to an output port of the Nei ghborLFB

(For exanple, within a SupportedLFBs entry, each array entry of the
CanCccur Afters array must have a uni que Nei ghborLFB, and within each
such array entry each viaPort nust represent a distinct and valid

i nput port group of the SupportedLFB. The LFB class definition
schema does not include these uni queness constraints.)

5.2.2.7. CanCccurBefores and LFBAdj acencylLi nmit Type

The CanQccurBefores array holds the information about which LFB

cl asses can follow the described class. Structurally, this el ement
paral | el s CanCccur Afters, and uses the sane type definition for the
array entri es.

The array entries list those LFB classes that the SupportedLFB may
precede in the topology. In this conponent, the entries in the

vi aPort conmponent of the array val ue represent the output port groups
of the SupportedLFB that nay be connected to the NeighborLFB. As
with CanCccurAfters, viaPort nmay have nultiple entries if nultiple
out put ports may legitimately connect to the given Nei ghborLFB cl ass.

(And a simlar set of uniqueness constraints applies to the
CanCccur Bef ore cl auses, even though an LFB may occur both in
CanCccur After and CanCccur Before.)
5.2.2.8. Useabl eParent LFBC asses
The Useabl eParent LFBCl asses array, if present, is used to hold a list

of parent LFB class IDs. All the entries in the Iist nust be IDs of
cl asses from which the SupportedLFB cl ass bei ng descri bed has
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inherited (either directly or through an internediate parent.) (If
an FE includes inproper values in this list, inproper nanipulations
by the CE are likely, and operational failures are likely.) In
addition, the FE, by including a given class in the last, is
indicating to the CE that a given parent class may be used to
mani pul ate an i nstance of this supported LFB cl ass.

By all owi ng such substitution, the FE allows for the case where an
instantiated LFB may be of a class not known to the CE, but could
still be manipulated. Wile it is hoped that such situations are
rare, it is desirable for this to be supported. This can occur if an
FE |l ocally defines certain LFB instances, or if an earlier CE had
configured some LFB instances. |t can also occur if the FE woul d
prefer to instantiate a nore recent, nore specific and suitable LFB
class rather than a comon parent.

In order to permt this, the FE MUST be nore restrained in assigning
LFB instance IDs. Normally, instance IDs are qualified by the LFB
class. However, if two LFB classes share a parent, and if that

parent is listed in the Useabl eParent LFBC asses for both specific LFB
cl asses, then all the instances of both (or any, if multiple classes
are listing the common parent) MJST use distinct instances. This
permts the FE to determ ne which LFB instance is intended by CE
mani pul ati on operati ons even when a parent class is used.

5.2.2.9. LFBC assCapabilities

VWhile it would be desirable to include class-capability-I|eve
information, this is not included in the nodel. While such

i nfornmati on belongs in the FE Cbject in the supported class table,
the contents of that information would be class specific. The
currently expected encoding structures for transferring information
between the CE and FE are such that allow ng conpletely unspecified

i nformati on would be likely to induce parse errors. W could specify
that the informati on be encoded in an octetstring, but then we would
have to define the internal format of that octet string.

As there also are not currently any defined LFB cl ass-1eve
capabilities that the FE needs to report, this information is not
present now, but may be added in a future version of the FE object.
(This is an exanpl e of a case where versioning, rather than

i nheritance, would be needed, since the FE object nust have class ID
1 and instance ID 1 so that the protocol behavior can start by
finding this object.)

Hal pern & Hadi Salim St andards Track [ Page 109]



RFC 5812 For CES FE Mbdel March 2010

5.3. FE Conmponents

The <components> elenment is included if the class definition contains
the definition of the conponents of the FE object that are not

consi dered "capabilities". Sone of these conponents are writeable
and sonme are read-only, which is determ nable by exam ning the
property information of the conponents.

5.3.1. FEState

Thi s component carries the overall state of the FE. The possible
val ues are the strings Adm nDi sabl e, OperDi sable, and OperEnabl e.
The starting state is OperDisable, and the transition to QperEnabl e
is controlled by the FE. The CE controls the transition from

Oper Enabl e to/ from Admi nDi sabl e. For details, refer to the ForCES
prot ocol docunent [RFC5810].

5.3.2. LFBSel ectors and LFBSel ector Type

The LFBSel ectors component is an array of information about the LFBs
currently accessible via ForCES in the FE. The structure of the LFB
information is defined by the LFBSel ector Type dat aTypeDef.

Each entry in the array describes a single LFB instance in the FE
The array entry contains the nunmeric class ID of the class of the LFB
i nstance and the nuneric instance ID for this instance.

5.3.3. LFBTopol ogy and LFBLi nkType

The optional LFBTopol ogy conponent contains information about each
inter-LFB link inside the FE, where each link is described in an
LFBLi nkType dataTypeDef. The LFBLi nkType conponent contai ns
sufficient information to identify precisely the end points of a
link. The FronLFBID and ToLFBI D conmponents specify the LFB instances
at each end of the link, and MJST reference LFBs in the LFB instance
table. The FronmPort Group and ToPort Group MUST identify output and

i nput port groups defined in the LFB classes of the LFB instances
identified by FromLFBID and ToLFBID. The FronPortl ndex and
ToPort 1 ndex conponents select the entries fromthe port groups that
this link connects. Al links are uniquely identified by the
FromLFBI D, FromPort Group, and FronmPortlndex fields. Miltiple links
may have the sane ToLFBI D, ToPort G oup, and ToPortlndex as this node
supports fan-in of inter-LFB |links but not fan-out.
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5. 3. 4. FENei ghbors and FEConfi gur edNei ghbor Type

The FENei ghbors conponent is an array of information about manually
confi gured adj acenci es between this FE and other FEs. The content of
the array is defined by the FEConfi guredNei ghbor Type dat aTypeDef.

This array is intended to capture information that may be confi gured

on the FE and is needed by the CE, where one array entry corresponds

to each configured neighbor. Note that this array is not intended to
represent the results of any discovery protocols, as those will have

their own LFBs. This conponent is optional

Wil e there may be nany ways to configure neighbors, the FE-ID is the
best way for the CE to correlate entities. And the interface
identifier (name string) is the best correlator. The CE will be able
to deternmne the | P address and nedi a-1evel information about the

nei ghbor fromthe neighbor directly. Onmitting that information from
this table avoids the risk of incorrect double configuration

I nformati on about the intended forns of exchange with a given

nei ghbor is not captured here; only the adjacency information is
i ncl uded.

5.3.4.1. NeighborlD
This is the IDin some space neaningful to the CE for the nei ghbor
5.3.4.2. InterfaceToNei ghbor
This identifies the interface through which the nei ghbor is reached.
5.3.4.3. Neighborlnterface
This identifies the interface on the nei ghbor through which the
nei ghbor is reached. The interface identification is needed when
either only one side of the adjacency has configuration informtion
or the two FEs are adjacent on nore than one interface.
6. Satisfying the Requirenments on the FE Mode
This section describes how the proposed FE nodel neets the
requirenents outlined in Section 5 of RFC 3654 [ RFC3654]. The
requi renents can be separated into general requirenments (Section 5,

5.1 - 5.4) and the specification of the miniml set of |ogica
functions that the FE nodel nust support (Section 5.5).
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The general requirenent on the FE nodel is that it be able to express
the | ogical packet processing capability of the FE, through both a
capability and a state nodel. 1In addition, the FE nodel is expected
to allow flexible inplenmentati ons and be extensible to allow defining
new | ogi cal functions.

A maj or conponent of the proposed FE nodel is the Logical Functiona
Bl ock (LFB) nmodel. Each distinct logical function in an FE is
nodel ed as an LFB. (Operational paraneters of the LFB that nust be
visible to the CE are conceptualized as LFB conmponents. These
conponents express the capability of the FE and support flexible

i npl enentations by allowing an FE to specify which optional features
are supported. The conponents al so indicate whether they are
configurable by the CE for an LFB class. Configurabl e conponents
provide the CE some flexibility in specifying the behavior of an LFB
VWhen multiple LFBs belonging to the same LFB class are instantiated
on an FE, each of those LFBs could be configured with different
conponent settings. By querying the settings of the conponents for
an instantiated LFB, the CE can deternmine the state of that LFB

Instantiated LFBs are interconnected in a directed graph that
describes the ordering of the functions within an FE. This directed
graph is described by the topol ogy nodel. The conbination of the
conponents of the instantiated LFBs and the topol ogy describe the
packet processing functions avail able on the FE (current state).

Anot her key conmponent of the FE nodel is the FE conponents. The FE
conponents are used nainly to describe the capabilities of the FE
but they al so convey information about the FE state.

The FE nodel includes only the definition of the FE Cbject LFB
itself. Meeting the full set of working group requirenments requires
other LFBs. The class definitions for those LFBs will be provided in
ot her docunents.

7. Using the FE Mbdel in the ForCES Protoco
The actual nodel of the forwarding plane in a given NE is sonething
the CE nmust learn and control by communicating with the FEs (or by
ot her means). Most of this comunication will happen in the post-
associ ati on phase using the ForCES protocol. The follow ng types of
i nformati on must be exchanged between CEs and FEs via the For CES
protocol [RFC5810]:
1. FE topol ogy query,

2. FE capability declaration
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3. LFB topology (per FE) and configuration capabilities query,
4. LFB capability declaration

5. State query of LFB conponents,

6. Manipul ati on of LFB conponents, and

7. LFB topol ogy reconfiguration.

Itens 1 through 5 are query exchanges, where the main fl ow of
information is fromthe FEs to the CEs. |Itens 1 through 4 are
typically queried by the CE(s) in the beginning of the post-
associ ati on (PA) phase, though they nmay be repeatedly queried at any
time in the PA phase. Itemb5 (state query) will be used at the

begi nni ng of the PA phase, and often frequently during the PA phase
(especially for the query of statistical counters).

Itens 6 and 7 are "command" types of exchanges, where the main flow
of information is fromthe CEs to the FEs. Messages in Item6 (the
LFB re-configuration conmands) are expected to be used frequently.
Item 7 (LFB topology re-configuration) is needed only if dynanmic LFB
topol ogi es are supported by the FEs and it is expected to be used

i nfrequently.

The inter-FE topology (ltem 1 above) can be deternmined by the CE in
many ways. Neither this docunment nor the ForCES protocol [RFC5810]
docunent mandates a specific mechanism The LFB class definition
does include the capability for an FE to be configured with, and to
provide to the CE in response to a query, the identity of its

nei ghbors. There nay al so be defined specific LFB cl asses and
protocol s for neighbor discovery. Routing protocols may be used by
the CE for adjacency determ nation. The CE may be configured with
the relevant informtion.

The rel ati onshi p between the FE nbdel and the seven post-association
nessages is visualized in Figure 12:
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S +
.......... -->| CE |
[----\ R +
\ /' FE Model A
N (1),2 | | 6, 7
| | (off-1line) 3, 4, 5| |
\ | %
. S +
e.g., RFC ... -->| FE |
Fomm e m oo - +

Figure 12: Rel ationship between the FE nodel and the For CES protoco
nessages, where (1) is part of the ForCES base protocol, and the
rest are defined by the FE nodel

The actual encodi ng of these nmessages is defined by the ForCES
prot ocol [RFC5810] docunent and is beyond the scope of the FE nodel
Their discussion is neverthel ess inmportant here for the follow ng
reasons:

o These PA nodel conponents have consi derabl e i npact on the FE
nodel . For exanple, sone of the above information can be
represented as conponents of the LFBs, in which case such
conponents nust be defined in the LFB cl asses.

o The understanding of the type of information that nust be
exchanged between the FEs and CEs can help to select the
appropriate protocol format and the actual encodi ng nethod (such
as XM., TLVs).

o Understanding the frequency of these types of nessages should
i nfl uence the selection of the protocol format (efficiency
consi derations).

The remai ni ng sub-sections of this section address each of the seven
nessage types.
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7.1. FE Topol ogy Query

An FE may contain zero, one, or nore external ingress ports.
Simlarly, an FE may contain zero, one, or nore external egress
ports. In other words, not every FE has to contain any externa
ingress or egress interfaces. For exanple, Figure 13 shows two
cascading FEs. FE #1 contains one external ingress interface but no
external egress interface, while FE #2 contai ns one external egress
interface but no ingress interface. It is possible to connect these
two FEs together via their internal interfaces to achieve the

conpl ete ingress-to-egress packet processing function. This provides
the flexibility to spread the functions across nmultiple FEs and

i nterconnect themtogether |ater for certain applications.

Wil e the inter-FE comruni cation protocol is out of scope for ForCES,
it isuptothe CEto query and understand how nultiple FEs are

i nter-connected to performa conpl ete ingress-egress packet
processi ng function, such as the one described in Figure 13. The

i nter-FE topology information may be provided by FEs, nay be hard-
coded into CE, or may be provided by some other entity (e.g., a bus
manager) independent of the FEs. So while the ForCES protoco

[ RFC5810] supports FE topol ogy query fromFEs, it is optional for the
CE to use it, assumng that the CE has other means to gather such

t opol ogy i nformation.

... +
| - + e + - + |
i nput | | | | output |
---+->| Ingress |-->|Header | -->|1Pv4 [--------- +--->+
| | port | | Deconpr essor | | Forwar der| FE | |
| S + e + S + #1 |
... + \Y;
B T T R T T i !I-
|
| o m m e e e e e e e e e e e e e e m e oo oo +
V | - + Fommm e e e - +
| input | | | | output |
+- >- - +- >| Header | -->| Egress [--------- +-->
| | Conpressor | | port | FE |
I e + R + #2 |
o m m e e e e e e e e e e e e e e m e oo oo +

Figure 13: An exanple of two FEsS connected together
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Once the inter-FE topology is discovered by the CE after this query,
it is assuned that the inter-FE topology renmains static. However, it
is possible that an FE nay go down during the NE operation, or a
board may be inserted and a new FE activated, so the inter-FE
topology will be affected. It is up to the ForCES protocol to
provide a nechanismfor the CE to detect such events and deal with
the change in FE topology. FE topology is outside the scope of the
FE nodel .

7.2. FE Capability Decl arations

FEs will have many types of limtations. Sone of the limtations
nust be expressed to the CEs as part of the capability nodel. The
CEs nust be able to query these capabilities on a per-FE basis.
Exanpl es are the fol |l ow ng:

o Metadata passing capabilities of the FE. Understandi ng these
capabilities will help the CE to evaluate the feasibility of LFB
topol ogi es, and hence to deternmine the availability of certain
servi ces.

o0 G obal resource query limtations (applicable to all LFBs of the
FE)

o LFB supported by the FE

0 LFB class instantiation limt.

o LFB topological limtations (linkage constraint, ordering, etc.).
7.3. LFB Topol ogy and Topol ogy Configurability Query

The For CES protocol must provide the neans for the CEs to discover
the current set of LFB instances in an FE and the interconnections
between the LFBs within the FE. In addition, sufficient informtion
shoul d be avail able to determ ne whether the FE supports any CE-
initiated (dynam c) changes to the LFB topology, and if so, determ ne
the all owed topol ogies. Topology configurability can al so be

consi dered as part of the FE capability query as described in Section
7.2.

7.4. LFB Capability Declarations

LFB cl ass specifications define a generic set of capabilities. Wen
an LFB instance is inplenmented (instantiated) on a vendor’'s FE, sone

additional limtations may be introduced. Note that we discuss only
those imtations that are within the flexibility of the LFB class
specification. That is, the LFB instance will remain conpliant with
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the LFB cl ass specification despite these limtations. For exanple,
certain features of an LFB class nay be optional, in which case it
must be possible for the CE to determ ne whether or not an optiona
feature is supported by a given LFB instance. Also, the LFB class
definitions will probably contain very few quantitative limts (e.qg.
size of tables), since these limts are typically inposed by the

i npl enentation. Therefore, quantitative limtations should al ways be
expressed by capability argunents.

LFB i nstances in the nodel of a particular FE inplenmentation wll
possess limtations on the capabilities defined in the corresponding
LFB class. The LFB class specifications nust define a set of
capability argunents, and the CE nust be able to query the actua
capabilities of the LFB instance via querying the value of such
argunents. The capability query will typically happen when the LFB
is first detected by the CE. Capabilities need not be re-queried in
case of static limtations. |In some cases, however, some
capabilities may change in tine (e.g., as a result of adding/renoving
ot her LFBs, or configuring certain conponents of sone other LFB when
the LFBs share physical resources), in which case additiona
mechani sns nust be inplenented to i nformthe CE about the changes.

The following two broad types of limtations will exist:

0o Qualitative restrictions. For exanple, a standardized multi-
field classifier LFB class nmay define a | arge nunber of
classification fields, but a given FE may support only a subset of
those fields.

0 Quantitative restrictions, such as the nmaxi num si ze of tables,
etc.

The capability paraneters that can be queried on a given LFB class
will be part of the LFB class specification. The capability

par anmet ers shoul d be regarded as special conmponents of the LFB. The
actual values of these conponents may, therefore, be obtained using
the sane conponent query nechani sns as used for other LFB conponents.

Capability components are read-only argunents. In cases where some
i mpl enentati ons may allow CE nodification of the value, the

i nformati on must be represented as an operational conponent, not a
capability conponent.

Assuming that capabilities will not change frequently, the efficiency
of the protocol/schena/encoding is of secondary concern
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7.

7.

7.

Much of this restrictive information is captured by the conponent
property information, and so can be accessed uniformy for al
i nformati on within the nodel.

5. State Query of LFB Conponents

This feature nmust be provided by all FEs. The ForCES protocol and
the data schena/ encodi ng conveyed by the protocol nust together
satisfy the following requirements to facilitate state query of the
LFB component s:

o Mist permt FE selection. This is primarily to refer to a single
FE, but referring to a group of (or all) FEs may optionally be
support ed.

o Mist permit LFB instance selection. This is primarily to refer to
a single LFB instance of an FE, but optionally addressing of a
group of (or all) LFBs may be supported

o Muist support addressing of individual conponents of an LFB

o Muist provide efficient encoding and decodi ng of the addressing
info and the configured data.

o Muist provide efficient data transnission of the conmponent state
over the wire (to mininm ze comunication |oad on the CE-FE |ink).

6. LFB Component Mani pul ati on

The FE nodel provides for the definition of LFB classes. Each class
has a globally unique identifier. |Information within the class is
represented as components and assigned identifiers within the scope
of that class. This nodel also specifies that instances of LFB

cl asses have identifiers. The conbination of class identifiers,
instance identifiers, and conponent identifiers is used by the
protocol to reference the LFB information in the protocol operations.

7. LFB Topol ogy Reconfiguration

Qperations that will be needed to reconfigure LFB topol ogy are as
fol | ows:

o Create a new instance of a given LFB class on a given FE.
o Connect a given output of LFB x to the given input of LFBy.

o Disconnect: renove a |link between a given output of an LFB and a
gi ven input of another LFB
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o Delete a given LFB (automatically renmoving all interconnects to/
fromthe LFB)

8. Exanple LFB Definition

This section contains an exanple LFB definition. While sone
properties of LFBs are shown by the FE Object LFB, this endeavors to
show how a data plane LFB might be build. This exanple is a
fictional case of an interface supporting a coarse WM opti ca
interface that carries frane relay traffic. The statistica
information (including error statistics) is omtted.

Later portions of this exanple include references to protoco
operations. The operations described are operations the protoco
needs to support. The exact format and fields are purely

i nformati onal here, as the ForCES protocol [RFC5810] docunent defines
the precise syntax and semantics of its operations.

<?xm version="1.0" encodi ng="UTF-8"7?>
<LFBLi brary xm ns="urn:ietf:params: xm :ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
provi des="Laser Fr aneLFB" >
<f r aneDef s>
<f r ameDef >
<nanme>FRFr ane</ nanme>
<synopsi s>
A frane relay frane, with DLCI w thout
stuffing)
</ synopsi s>
</ frameDef >
<f r ameDef >
<nane>| PFr ane</ name>
<synopsi s>An | P Packet </ synopsi s>
</ f rameDef >
</ frameDef s>
<dat aTypeDef s>
<dat aTypeDef >
<nane>f r equencyl nf or mat i onType</ nane>
<synopsi s>
I nformati on about a single CADM frequency
</ synopsi s>
<struct>
<conmponent conponent| D="1">
<nane>Laser Fr equency</ nanme>
<synopsi s>encoded frequency(channel)</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="2">
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<nanme>Fr equencySt at e</ nanme>
<synopsi s>state of this frequency</synopsi s>
<t ypeRef >Por t St at usVal ues</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>Laser Power </ name>
<synopsi s>current observed power</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nanme>Fr aneRel ayCi r cui t s</ nane>
<synopsi s>
I nformati on about circuits on this Frequency
</ synopsi s>
<array>
<typeRef >f rameCi r cui t sType</t ypeRef >
</ array>
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>franmeC r cui t sType</ nane>
<synopsi s>
I nformation about a single Frame Relay Circuit
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>DLCl </ nane>
<synopsi s>DLCl of the circuit</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Ci r cui t St at us</ nane>
<synopsi s>state of the circuit</synopsis>
<t ypeRef >Port St at usVal ues</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>i sLM </ nane>
<synopsis>is this the LM circuit</synopsis>
<t ypeRef >bool ean</t ypeRef >
</ conponent >
<conponent conponent | D="4">
<nane>associ at edPor t </ name>
<synopsi s>
whi ch input / output port is associated
with this circuit
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
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</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Port St at usVal ues</ name>
<synopsi s>
The possi bl e values of status. Used for both
admi ni strative and operational status
</ synopsi s>
<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al vVal ue val ue="0">
<nane>Di sabl ed </nane>
<synopsi s>t he conponent is disabl ed</synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nane>Enabl ed</ nanme>
<synopsi s>FE i s operatively enabl ed</synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
</ dat aTypeDef s>
<met adat aDef s>
<met adat aDef >
<nanme>DLCl </ nane>
<synopsi s>The DLCI the frame arrived on</synopsi s>
<met adat al D>12</ et adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nane>Laser Channel </ nane>
<synopsi s>The i ndex of the | aser channel </ synopsi s>
<met adat al D>34</ et adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
</ met adat aDef s>
<LFBC assDef s>
<!-- dummy classid, but needs to be a valid value -->
<LFBC assDef LFBC assl D="255">
<nanme>Fr aneLaser LFB</ nane>
<synopsi s>Fictional LFB for Denobnstrations</synopsis>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="true">
<nanme>LM f r onFE</ nane>
<synopsi s>
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Ports for LM traffic, for transm ssion
</ synopsi s>
<expectati on>
<frameExpect ed>
<r ef >FRFr ame</r ef >
</ frameExpect ed>
<nmet adat aExpect ed>
<ref>DLCl </ref>
<r ef >Laser Channel </ ref >
</ met adat aExpect ed>
</ expect ati on>
</i nput Port >
<i nput Port >
<nane>Dat af r onFE</ nane>
<synopsi s>
Ports for data to be sent on circuits
</ synopsi s>
<expectati on>
<f raneExpect ed>
<r ef > PFrame</ref >
</ frameExpect ed>
<met adat aExpect ed>
<ref>DLCl </ref>
<r ef >Laser Channel </r ef >
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<nane>LM t oFE</ name>
<synopsi s>
Ports for LM traffic for processing
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >FRFr ane</ref >
</ framePr oduced>
<met adat aPr oduced>
<ref >DLCl </ ref >
<r ef >Laser Channel </ ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="true">
<nane>Dat at oFE</ nane>
<synopsi s>
Ports for Data traffic for processing
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</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef > PFranme</ref >
</ framePr oduced>
<met adat aPr oduced>
<ref>DLCl </ref >
<r ef >Laser Channel </r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conmponent|D="1">
<nane>Adni nPor t St at e</ name>
<synopsis>is this port allowed to function</synopsis>
<t ypeRef >Port St at usVal ues</t ypeRef >
</ conponent >
<conponent access="read-wite" conponentl| D="2">
<nane>Fr equencyl nf or mat i on</ nane>
<synopsi s>
table of information per CADM frequency
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >f r equencyl nf or mat i onType</t ypeRef >
</ array>
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="31">
<nanme>Qper at i onal St at e</ nane>
<synopsi s>
whet her the port over all is operationa
</ synopsi s>
<t ypeRef >Port St at usVal ues</t ypeRef >
</ capability>
<capability conponent| D="32">
<nanme>Maxi munfr equenci es</ nane>
<synopsi s>
how many | aser frequencies are there
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ capability>
<capability conponent| D="33">
<nane>MaxTot al Gi r cui t s</ name>
<synopsi s>
Total supportable Frame Relay Circuits, across
all laser frequencies
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</ synopsi s>
<optional / >
<t ypeRef >ui nt 32</ t ypeRef >
</ capability>
</ capabilities>
<events basel D="61">
<event eventl|D="1">
<nane>Fr equencySt at e</ name>
<synopsi s>
The state of a frequency has changed
</ synopsi s>
<event Tar get >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Fr equencySt at e</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<l-- report the new state -->
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt >_Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Fr equencySt at e</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="2">
<nane>Cr eat edFr equency</ nane>
<synopsi s>A new frequency has appeared</synopsi s>
<event Tar get >
<event Fi el d>Fr equencyl nf or mat i on></ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
</ event Tar get >
<event Cr eat ed/ >
<event Report s>
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Laser Frequency</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="3">
<nane>Del et edFr equency</ nane>
<synopsi s>
A frequency Table entry has been del et ed
</ synopsi s>
<event Tar get >
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<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
</ event Tar get >
<event Del et ed/ >
</ event >
<event eventl|D="4">
<nane>Power Pr obl enx/ nanme>
<synopsi s>
there are problenms with the | aser power |eve
</ synopsi s>
<event Tar get >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt >_Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Laser Power </ event Fi el d>
</ event Tar get >
<event LessThan/ >
<event Report s>
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Laser Power </ event Fi el d>
</ event Report >
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Laser Frequency</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event event|D="5">
<nane>Fr aneC r cui t Changed</ nane>
<synopsi s>
the state of an Fr circuit on a frequency
has changed
</ synopsi s>
<event Tar get >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt > _Frequencyl ndex_</ event Subscri pt >
<event Fi el d>FraneRel ayGi rcui t s</ event Fi el d>
<event Subscri pt >FrameCi r cui t | ndex</ event Subscri pt >
<event Fi el d>Ci rcui t St at us</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt >_Frequencyl ndex_</ event Subscri pt >
<event Fi el d>Fr aneRel ayGi rcui t s</ event Fi el d>
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<event Subscri pt >FranmeC r cui t | ndex</ event Subscri pt >
<event Fi el d>Ci rcui t St at us</ event Fi el d>
</ event Report >
<event Report >
<event Fi el d>Fr equencyl nf or mat i on</ event Fi el d>
<event Subscri pt >_Frequencyl ndex_</ event Subscri pt >
<event Fi el d>FraneRel ayGi rcui t s</ event Fi el d>
<event Subscri pt >FrameCi r cui t | ndex</ event Subscri pt >
<event Fi el d>DLCl </ event Fi el d>
</ event Report >
</ event Report s>
</ event >
</ event s>
</ LFBC assDef >
</ LFBCO assDef s>
</ LFBLi brary>

8.1. Data Handling

This LFB is designed to handl e data packets conming in fromor going
out to the external world. It is not a full port, and it |acks many
useful statistics, but it serves to show many of the rel evant
behaviors. The foll owi ng paragraphs describe a potential operationa
device and how it mght use this LFB definition

Packets arriving without error fromthe physical interface come in on
a frame relay DLCl on a | aser channel. These two values are used by
the LFB to | ook up the handling for the packet. |If the handling

i ndi cates that the packet is LM, then the output index is used to
sel ect an LFB port fromthe LMtoFE port group. The packet is sent
as a full frame relay frane (without any bit or byte stuffing) on the
sel ected port. The |aser channel and DLCI are sent as netadata, even
though the DLCl is also still in the packet.

CGood packets that arrive and are not LM and have a franme relay type
indicator of IP are sent as |IP packets on the port in the DatatoFE
port group, using the sanme index field fromthe table based on the

| aser channel and DLCI. The channel and DLClI are attached as

nmet adata for other use (classifiers, for exanple).

The current definition does not specify what to do if the frane rel ay
type information is not IP.

Packets arriving on input ports arrive with the |laser channel and
frane relay DLClI as metadata. As such, a single input port could
have been used. Wth the structure that is defined (which parallels
the output structure), the selection of channel and DLCI coul d be
restricted by the arriving i nput port group (LM vs. data) and port
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index. As an alternative LFB design, the structures could require a
1-1 relationship between DLCI and the LFB port, in which case no

net adata woul d be needed. This would however be quite conplex and
noi sy. The intermediate |level of structure here allows parallelism
bet ween i nput and output, wi thout requiring excessive ports.

8.1.1. Setting Up a DLCl

When a CE chooses to establish a DLCI on a specific |aser channel, it
sends a SET request directed to this LFB. The request m ght | ook
like

T = SET

T = PATH DATA
Path: flags = none, length = 4, path = 2, channel, 4, entryldx
Dat aRaw. DLClI, Enabled(1l), false, out-idx

whi ch woul d establish the DLCI as enabled, with traffic going to a
specific entry of the output port group DatatoFE. (The CE woul d
ensure that the output port is connected to the right place before
i ssuing this request.)

The response woul d confirmthe creation of the specified entry. This
table is structured to use separate internal indices and DLCls. An
alternative design could have used the DLCI as index, trading off
conpl exi ties.

One coul d also imagi ne that the FE has an LM LFB. Such an LFB woul d
be connected to the LMtoFE and LM fronFE port groups. It would
process LM information. It mght be the LFB's job to set up the
frane relay circuits. The LM LFB would have an alias entry that
points to the frame relay circuits table it nanages, so that it can
mani pul ate those entities.

8.1.2. FError Handling

The LFB will receive invalid packets over the wire. Many of these
wWill sinmply result in incrementing counters. The LFB designer night
al so specify sone error rate nmeasures. This puts nore work on the
FE, but allows for nore meani ngful alarns.

There may be sonme error conditions that should cause parts of the
packet to be sent to the CE. The error itself is not sonething that
can cause an event in the LFB. There are two ways this can be

handl ed.
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One way is to define a specific conponent to count the error, and a
conponent in the LFB to hold the required portion of the packet. The
conponent coul d be defined to hold the portion of the packet fromthe
nost recent error. One could then define an event that occurs
whenever the error count changes, and declare that reporting the
event includes the LFB field with the packet portion. For rare but
extremely critical errors, this is an effective solution. It ensures
reliable delivery of the notification. And it allows the CE to
control if it wants the notification

Anot her approach is for the LFB to have a port that connects to a
redirect sink. The LFB would attach the |aser channel, the DLCl, and
the error indication as netadata, and ship the packet to the CE

O her aspects of error handling are di scussed under events bel ow.
8.2. LFB Conponents

This LFB is defined to have two top-1level conmponents. One reflects
the adnmnistrative state of the LFB. This allows the CE to disable
the LFB completely.

The ot her component is the table of information about the | aser
channels. It is a variable-sized array. Each array entry contains
an identifier for what |aser frequency this entry is associated with,
whet her that frequency is operational, the power of the |laser at that
frequency, and a table of information about frame relay circuits on
this frequency. There is no adm nistrative status since a CE can

di sable an entry sinply by removing it. (Frequency and | aser power
of a non-operational channel are not particularly useful. Know edge
about what frequencies can be supported would be a table in the
capabilities section.)

The frame relay circuit information contains the DLCl, the
operational circuit status, whether this circuit is to be treated as
carrying LM information, and which port in the output port group of
the LFB traffic is to be sent to. As mentioned above, the circuit

i ndex could, in sone designs, be conbined with the DLCl

8.3. Capabilities

The capability information for this LFB includes whether the
underlying interface is operational, how many frequencies are
supported, and how nmany total circuits, across all channels, are
permitted. The nmaxi num nunber for a given |aser channel can be
determ ned fromthe properties of the FraneRelayCircuits table. A
CGET- PROP on path 2.channel .4 will give the CE the properties of that
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FrameRel ayCircuits array which include the nunber of entries used,
the first available entry, and the maxi mum nunber of entries
permtted.

8. 4. Event s

This LFB is defined to be able to generate several events in which
the CE may be interested. There are events to report changes in
operational state of frequencies, and the creation and del eti on of
frequency entries. There is an event for changes in status of

i ndividual frame relay circuits. So an event notification of
61.5.3.11 would indicate that there had been a circuit status change
on subscript 11 of the circuit table in subscript 3 of the frequency
table. The event report would include the new status of the circuit
and the DLCI of the circuit. Arguably, the DLCl is redundant, since

the CE presumably knows the DLCI based on the circuit index. It is
i ncl uded here to show i ncluding two pieces of information in an event
report.

As described above, the event declaration defines the event target,
the event condition, and the event report content. The event
properties indicate whether the CE is subscribed to the event, the
specific threshold for the event, and any filter conditions for the
event.

Anot her event shown is a | aser power problem This event is
gener at ed whenever the laser falls bel ow the specified threshold.
Thus, a CE can register for the event of |aser power |oss on al
circuits. It would do this by:

T = SET- PROP
Pat h- TLV: flags=0, length = 2, path = 61.4

Pat h- TLV: flags = property-field, length = 1, path = 2
Content = 1 (register)
Pat h- TLV: flags = property-field, length = 1, path = 3

Cont ent 15 (threshol d)

This woul d set the registration for the event on all entries in the
table. It would also set the threshold for the event, causing
reporting if the power falls below 15. (Presumably, the CE knows
what the scale is for power, and has chosen 15 as a meani ngfu
probl em | evel .)
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If a laser oscillates in power near the 15 mark, one could get a |ot
of notifications. (If it flips back and forth between 14 and 15
each flip down will generate an event.) Suppose that the CE decides
to suppress this oscillation somewhat on |aser channel 5. It can do
this by setting the hysteresis property on that event. The request
woul d | ook Iike:

T = SET- PROP
Pat h- TLV: flags=0, length = 3, path = 61.4.5
Pat h- TLV: flags = property-field, length =1, path = 4
Content = 2 (hysteresis)

Setting the hysteresis to 2 suppresses a | ot of spurious
notifications. Wen the level first falls below 10, a notification
is generated. If the power level increases to 10 or 11, and then
falls back bel ow 10, an event will not be generated. The power has
to recover to at least 12 and fall back below 10 to generate another
event. One comon cause of this formof oscillation is when the
actual value is right near the border. |If it is really 9.5, tiny
changes might flip it back and forth between 9 and 10. A hysteresis
level of 1 will suppress this sort of condition. Many other events
have oscillations that are somewhat w der, so |arger hysteresis
settings can be used with those.

9. | ANA Consi derati ons
The For CES npdel creates the need for a uni que XM. nanespace for
ForCES library definition usage, and uni que cl ass nanes and nuneric
class identifiers.

9.1. URN Nanespace Registration

| ANA has registered a new XM. nanespace, as per the guidelines in RFC
3688 [ RFC3688].

URI: The URI for this namespace is
urn:ietf:parans: xm:ns:forces:|fbnodel: 1.0

Regi strant Contact: |ESG
XM.: none, this is an XM nanmespace
9.2. LFB Cass Names and LFB Class ldentifiers
In order to have well defined ForCES LFB C asses, and well defined
identifiers for those classes, | ANA has created a registry of LFB

cl ass names, corresponding class identifiers, and the docunent that
defines the LFB class. The registry policy is sinply first cone,
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first served (FCFS) with regard to LFB class nanes. Wth regard to
LFB class identifiers, identifiers |l ess than 65536 are reserved for
assi gnment by | ETF Standards-Track RFCs. ldentifiers equal to or
above 65536, in the 32-bit class ID space, are available for
assignment on a first conme, first served basis. All registry entries
nust be docunented in a stable, publicly available form

Since this registry provides for FCFS allocation of a portion of the
class identifier space, it is necessary to define rules for nam ng
cl asses that are using that space. As these can be defined by
anyone, the needed rule is to keep the FCFS cl ass nanes from
colliding with | ETF-defined class nanes. Therefore, all FCFS class
nanes MJST start with the string "Ext-".

Tabl e 1 tabul ates the above information.

| ANA has created a registry of ForCES LFB C ass Nanes and the
correspondi ng ForCES LFB Class ldentifiers, with the |location of the
definition of the ForCES LFB O ass, in accordance with the rules in
the follow ng table.

o m e e o S Fom e e e oo - T +
| LFB Class Name | LFB O ass | Place Defined | Descri ption |
| | lIdentifier | |
o Fom o oo o e e e e e oo +
Reserved 0 RFC 5812 Reserved
FE Obj ect 1 RFC 5812 Def i nes For CES

Forwar di ng El enent
i nfornmation

| | | | |

| | | | |

| | | | |

| | | | |

| | | | |

| FE Pr ot ocol | 2 | [ 2] | Defines paraneters

| hj ect | | | for the ForCES

| | | | pr ot ocol operation

| | | I |

| |ETF defined | 3- 65535 | St andar ds | Reserved for |ETF

| LFBs | | Track RFCs | defi ned RFCs

| | | | e |

| For CES LFB | >65535 | Any Publicly | First Come, First

| C ass names | | Avai | abl e | Served for any use

| begi nning EXT- | | Document | |

S S Fom e e e oo oo - T +
Table 1

Hal pern & Hadi Salim St andards Track [ Page 131]



RFC 5812 For CES FE Mbdel March 2010

10.

11.

12.

13.

13.

Aut hors Eneritus

The following are the authors who were instrunental in the creation
of earlier releases of this document.

El | en Del ganes, Intel Corp.

Lily Yang, Intel Corp

Ram Gopal , Noki a Research Center
Al an DeKok, | nfoblox, Inc.

Zsolt Haraszti, Clovis Solutions

Acknowl edgnent s

Many of the coll eagues in our conpanies and participants in the
ForCES mailing |list have provided invaluable input into this work.
Particul ar thanks to Evangel os Haleplidis for help getting the XM
right.

Security Considerations

The FE nodel describes the representati on and organi zati on of data
sets and conponents in the FEs. The ForCES framewor k docunent

[ RFC3746] provides a conprehensive security analysis for the overal
For CES architecture. For exanple, the ForCES protocol entities nust
be aut henticated per the ForCES requirenents before they can access
the information elenments described in this docunment via For CES.
Access to the information contained in the FE nodel is acconplished
via the ForCES protocol, which is defined in separate docunents, and
thus the security issues will be addressed there.
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