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Abst r act

Thi s docunent defines a protocol supporting the transport of

Signal ing System Nunmber 7 (SS7) Message Transfer Part (MIP) Level 3
signal i ng messages over Internet Protocol (IP) using the services of
the Stream Control Transm ssion Protocol (SCTP). This protocol would
be used between SS7 Signaling Points using the MIP Level 3 protocol
The SS7 Signaling Points may al so use standard SS7 |inks using the
SS7 MIP Level 2 to provide transport of MIP Level 3 signaling
nmessages. The protocol operates in a manner sinmilar to MIP Level 2
so as to provide peer-to-peer conmmuni cation between SS7 endpoints.
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1. Introduction
1.1. Scope

There is a need for Switched Circuit Network (SCN) signaling protoco
delivery over an IP network. This includes nmessage transfer between
the follow ng:

- a Sighaling Gateway (SG and a Media Gateway Controller (M)
[ RFC2719]

- a SG and an I P Signaling Point (IPSP)
- an I PSP and an | PSP

This could allow for convergence of some signaling and data networks.
SCN si gnal i ng nodes woul d have access to databases and ot her devices
in the P network domain that do not use SS7 signaling |inks.

Li kewi se, | P tel ephony applications woul d have access to SS7
services. There nay al so be operational cost and perfornance

advant ages when traditional signaling links are replaced by IP
networ k "connecti ons"”.

The delivery mechani sm described in this docunent allows for ful

MIP3 nessage handling and network nanagenent capabilities between any
two SS7 nodes conmunicating over an | P network. An SS7 node equi pped
with an I P network connection is called an I P Signaling Point (IPSP)
The 1 PSPs function as traditional SS7 nodes using the IP network

i nstead of SS7 |inks.

The del i very mechani sm shoul d:

- Support seaml ess operation of MIP3 protocol peers over an |IP
net wor k connecti on.

- Support the MIP Level 2 / MIP Level 3 interface boundary.

- Support managenent of SCTP transport associations and traffic
i nstead of MIP2 Links.

- Support asynchronous reporting of status changes to nanagemnent.
1.2. Term nol ogy

MIP - The Message Transfer Part of the SS7 protocol [Q 700] [Q 701]
[Q702] [Q703] [Q704] [Q 705] [T1.111].

MIP2 - MIP Level 2, the MIP signaling link |ayer.
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MIP3 - MIP Level 3, the MIP signaling network |ayer.

MIP2- User - A protocol that normally uses the services of MIP Leve
2. The only MIP2 user is MIP3. The MIP2 user is equivalent to the
M2PA user.

Signaling End Point (SEP) - An SS7 Signaling Point that originates or
term nates signaling nessages. One exanple is a central office
switch. [RFC2719]

IP Signaling Point (IPSP) - An SS7 Signaling Point with an I P network
connection used for SS7 over |P

Signaling Gateway (SG - A signaling agent that receives/sends SCN
native signaling at the edge of the IP network [RFC2719]. |In this
context, an SGis an SS7 Signaling Point that has both an I P network
connection used for SS7 over IP, and a traditional (non-IP) link to
an SS7 networKk.

Signal Transfer Point (STP) - A Signal Transfer Point as defined by
MIP standards, e.g., [Q 700].

Signaling Point (STP) - A Signaling Point as defined by MIP
standards, e.g., [Q 700].

Association - An association refers to an SCTP associ ati on [ RFC2960] .
The associ ati on provides the transport for MIP3 protocol data units
and M2PA adaptation | ayer peer messages.

Network Byte Order - Most significant byte first, also known as "Big
Endi an". See [RFC791], Appendix B "Data Transm ssion O der".

Stream - A streamrefers to an SCTP stream [ RFC2960] .

1.3. Abbreviations

BSNT - Backward Sequence Nunber to be Transmitted

FSNC - Forward Sequence Nunber of |ast nessage accepted by renpte
| evel 2

LI - Length Indicator

MBU - Message Signal Unit

SCCP - Signaling Connection Control Part

SCN - Switched Circuit Network
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SCTP - Stream Control Transmi ssion Protoco
SIF - Signaling Information Field

SIO - Service Information Cct et

SLC - Signaling Link Code

SS7 - Signaling System Nunmber 7

SSN - Stream Sequence Nunber

STP - Signal Transfer Point

1.4. Conventions

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

1.5. Signaling Transport Architecture

The architecture that has been defined [RFC2719] for Switched Circuit
Net work (SCN) signaling transport over |IP uses nultiple conponents,
including an I P transport protocol, the Stream Control Transni ssion
Protocol (SCTP), and an adaptation nodule to support the services
expected by a particular SCN signaling protocol fromits underlying
prot ocol |ayer.

Wthin this framework architecture, this docunent defines an SCN
adaptation nodule that is suitable for the transport of SS7 MIP3
nessages. The adaptation |ayer, known as the MIP2 User Peer-to-peer
Adapt ati on Layer (M2PA), provides MIP3 with an interface and services
simlar to MIP2. |In effect, MIP2 and | ower |ayers of the traditiona
SS7 protocol stack are replaced by an I P equival ent.

Figure 1 shows the seam ess interworking at the MIP3 |ayer. MIP3 is

adapted to the SCTP | ayer using the MIP2 User Peer-to-peer Adaptation
Layer (M2PA). Al the prinmtives between MIP3 and MIP2 are supported
by M2PA. The SCTP associ ation acts as one SS7 |ink between the

| PSPs. An I PSP may have the Signaling Connection Control Part (SCCP)
and other SS7 |ayers above MIP3.
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* %k %k %k %k %k %k % IP * %k %k %k %k %k %k %
* | PSP *---a---- * | PSP *
*kkkkk kK *kkkkk kK
S R, + S R, +
| TCAP | | TCAP |
R + R +
| SCCP | | SCCP |
R + R +
| MIP3 | | MIP3 |
S R, + S R, +
| M2PA | | M2PA |
R + R +
| SCTP | | SCTP |
R + R +
| IP | | IP |
S R, + S R, +

I P - Internet Protocol

PSP - IP Signaling Point

SCTP - Stream Control Transni ssion Protocol [RFC2960]
Figure 1. MPA Synmetrical Peer-to-Peer Architecture

Figure 2 shows an exanple of M2PA used in a Signaling Gateway (SQ .
The SGis an IPSP that is equipped with both traditional SS7 and IP
net wor k connecti ons.

The SEP and the SG comuni cate through a traditional SS7 |ink, which
follows a protocol such as [Q 702]. The SG and the | PSP conmuni cat e
through an IP Iink using the M2PA protocol. Messages sent fromthe
SEP to the I PSP (and vice versa) are routed by the SG

Any of the nodes in the diagram coul d have SCCP or other SS7 |ayers
above MIP3. The Signaling Gateway acts as a Signal Transfer Point

(STP). Oher STPs NMAY be present in the SS7 path between the SEP and
the SG
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*kkkkk*k*kx SS7 kkhkkkhkhkkhkhkkhkkkkkkk*k IP *kkkkk*k*kx
* SEP *-------- * SG MR * | PSP *
kkkkkkk*k EIE R R R R I I I R R kkkkkkk*k
Fommm - + Fommm - +
| TCAP | | TCAP
oo + oo +
| SCCP | | SCCP

S + S + S +
| MIP3 | | MTIP3 | | MIP3 |
S R, + S R, S R, + S R, +
| MIP2 | | MIP2 | M2PA | | M2PA

| | | S e + S e +
| | | | SCTP | | SCTP |
S + S S + S +
| MIP1 | | MIPL | IP | | 1P |
S R, + S R, S R, + S R, +
SEP - SS7 Signaling Endpoint

Figure 2. MPA in IP Signaling Gateway

Figure 2 is only an exanple. Oher configurations are possible. 1In
short, M2PA uses the SCTP association as an SS7 link. The
M2PA/ SCTP/ | P stack can be used in place of an MIP2/ MTP1 st ack

1.5.1. Point Code Representation
MIP requires that each node with an MIP3 | ayer is identified by an
SS7 point code. In particular, each | PSP MJST have its own SS7 point
code.

1.6. Services Provided by MPA
The SS7 MIP3/ MIP2 (MIP2-User) interface is retained in the IPSP. The
M2PA protocol layer is required to provide a set of services to its
user equivalent to that provided by MIP Level 2 to MIP Level 3.
These services are described in the foll owi ng subsections.

1.6.1. Support for MIP Level 2 / MIP Level 3 Interface Boundary
This interface is the same as the MIP2/ MIP3 interface described in
the applicable SS7 standards [Q 703] [Q 704] [T1.111] [Q 2140], with

the addition of support for the l|arger sequence nunbers found in
[T1.111] and [Q 2210].
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M2PA receives the primtives sent fromMIP3 to its |lower |ayer. MPA
processes these prinmtives or maps themto appropriate primtives at
the M2PA/ SCTP interface. Likew se, MPA sends prinitives to MIP3
simlar to those used in the MIP3/ MIP2 interface.

Because M2PA uses | arger sequence nunbers than MIP2, the MIP3
Changeover procedure MJST use the Extended Changeover Order and
Ext ended Changeover Acknow edgenent nessages described in [Q 2210]
and [T1.111].

Al so, the follow ng MIP3/MIP2 primtives nust use the |arger sequence
nunbers:

- BSNT Confirmation
- Retrieval Request and FSNC
1.6.2. Support for Peer-to-Peer Comunication

In SS7, MIP Level 2 sends three types of nessages, known as signha
units: Message Signal Units (MSUs), Link Status Signal Units (LSSUs),
and Fill-In Signhal Units (FISUs).

MSUs originate at a higher |evel than MIP2, and are destined for a
peer at another node. Likew se, MPA passes these nessages from MIP3
to SCTP as data for transport across a link. These are called User
Dat a nessages in M2PA

LSSUs al | ow peer MIP2 | ayers to exchange status information
Anal ogous nessages are needed for M2PA. The Link Status nessage
serves this purpose.

FI SUs are transmtted continuously when no other signal units are
waiting to be sent. FISUs also carry acknow edgenment of messages.
Since an IP network is a shared resource, it would be undesirable to
have a nessage type that is sent continuously as is the case with

FI SUs. Furthernore, SCTP does not require its upper |layer to
continuously transmt nessages. Therefore, MPA does not provide a
protocol data unit like the FISU  The M2PA User Data nmessage is used
to carry acknow edgenent of messages. |f MPA needs to acknow edge a
message, and it has no MIP3 nessage of its own to send, an enpty User
Dat a message can be sent.
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7. Functions Provided by MPA
7.1. MIP2 Functionality

M2PA provides MIP2 functionality that is not provided by SCTP; thus,
t oget her M2PA and SCTP provide functionality simlar to that of MIP2.

SCTP provi des reliable, sequenced delivery of nessages.
MPPA functionality includes:
- Data retrieval to support the MIP3 changeover procedure

- Reporting of link status changes to MIP3

Processor outage procedure
- Link alignnent procedure
7.2. Mapping of SS7 and IP Entities

The M2PA | ayer must mmintain a map of each of its SS7 links to the
correspondi ng SCTP associ ation

7.3. SCTP Associ ati on Managenent

SCTP al l ows a user-specified nunber of streams to be opened during
the initialization. It is the responsibility of the M2PA [ ayer to
ensure proper managenent of the streans allowed within each
associ ati on.

M2PA uses two streans in each direction for each association. Stream
0 in each direction is designated for Link Status nessages. Stream1
is designated for User Data nessages, as well as Link Status nmessages
that nmust remain in sequence with the User Data messages. Separating
the Link Status and User Data nessages into separate streans all ows
M2PA to prioritize the nessages in a manner simlar to MIP2.

Notifications received from SCTP are processed by M2PA or transl ated
into an appropriate notification to be sent to the upper |ayer MIP3.

.7.4. Retention of MIP3 in the SS7 Network

M2PA allows MIP3 to performall of its Message Handling and Network
Managenent functions with IPSPs as it does with other SS7 nodes.

CGeorge, et al. St andards Track [ Page 9]
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1.8. Definition of the M2PA Boundari es
1.8.1. Definition of the MPA / MIP Level 3 Boundary

The upper layer primtives provided by M2PA are the same as those
provided by MIP2 to MIP3. These primtives are described in the
appl i cabl e SS7 standards [Q 703] [Q 704] [T1.111] [Q 2140].

1.8.2. Definition of the Lower Layer Boundary between M2PA and SCTP

The upper layer primtives provided by SCTP are described in
[ RFC2960] Section 10 "Interface with Upper Layer".

1.9. Differences Between MPA and M2UA

The MIP2 User Adaptation Layer (MUA) [ MUA] al so adapts the MIP3

| ayer to the SCTP/IP stack. It does so through a backhauling
architecture [RFC2719]. This section is intended to clarify sonme of
the di fferences between the M2PA and M2UA approaches.

A possible M2PA architecture is shown in Figure 3. Here the IPSP' s
MIP3 uses its underlying M2PA as a repl acenent for MIP2.

Conmuni cati on between the two | ayers MIP3/ M2PA is defined by the sane
primtives as in SS7 MIP3/ MIP2. MPA perforns functions simlar to
MTP2.

kkkkkkk*k SS7 EIE R R R R I I I R R IP kkkkkkk*k
* SEP *-------- * SG M * | PSP *
*kkkkkk* kkkkkkkhkhkikhkkkkkk*k *kkkkkk*
S R + Fommmeaaaaaaas + S R +
| SCCP | | SCCP | | SCcp

+ommm - + . + +ommm - +
| MIP3 | | MTP3 | | MIP3 |
Fommm - + Fommm - Fommm - + Fommm - +
| MIP2 | | MIP2 | M2PA | | M2PA

| | | S e + S e +
| | | | SCTP | | SCTP |
+ommm - + +ommm - +ommm - + +ommm - +
| MIP1 | | MIP1 | IP | | IP |
Fommm - + Fommm - Fommm - + Fommm - +

Figure 3. MPA in |IP Signaling Gateway
A conparabl e architecture for MUA is shown in Figure 4. In MUA

the MC's MIP3 uses the SGs MIP2 as its |lower SS7 |ayer. Likew se,
the SGs MIP2 uses the M3C s MIP3 as its upper SS7 layer. |In SS7,

CGeorge, et al. St andards Track [ Page 10]
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conmuni cati on between the MIP3 and MIP2 | ayers is defined by
primtives.

nmessages and

In MUA, the MIP3/ MIP2 comruni cation is defined as MUA
sent over the | P connection.

*kkkkkk*k SS? *kkhkkkkhkkkkhhkkkhkk*k IP *kkkkkk*k
* SEP *-------- * SG REEE * M *
kkkkkkk*% kkkkkkkhkhkhkhkkkkk*k kkkkkkk*%
- - + - - +
| SCCP | | SCCP |
Fommm - + Fommm - +
| MIP3 | (NI'F) | MIP3 |
Fommmm - + tommmm - Fommmm - + Fommmm - +
| MIP2 | | MIP2 | M2UA | | MUA |
| | S R, + S R, +
I I I | SCTP | | SCTP |
S R, + S R, S R, + S R, +
| MIP1 | | MIPL | IP | | 1P |
Fommmm - + Fommmm - Fommmm - + Fommmm - +
NIF - Nodal Interworking Function

Figure 4. MUA in IP Signaling Gateway

M2PA and MRUA are simlar in that:

a.

Both t

ransport MIP3 data nessages.

b. Both present an MIP2 upper interface to MIP3.

Di fferences

a.

CGeor ge,

M2 PA:
M2 UA:

M2 PA:
MR UA:

M2 PA:
M2 UA:

M2 PA:
MR UA:

M2 PA:
M2 UA:

et al.

bet ween M2PA and MRUA i ncl ude:

| PSP processes MIP3/MIP2 primtives.
MC transports MIP3/MIP2 primtives between the SG s MIP2
and the M&C's MIP3 (via the NIF) for processing.

SG | PSP connection is an SS7 |ink.
SG MEC connection is not an SS7 link. It is an
extension of MIP to a renmpote entity.

SGis an SS7 node with a point code.
SGis not an SS7 node and has no poi nt code.

SG can have upper SS7 |ayers, e.g., SCCP.
SG does not have upper SS7 |layers since it has no MIP3.

relies on MIP3 for managenent procedures.
uses M2UA nanagenent procedures.

St andards Track [ Page 11]
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Potential users of M2PA and M2UA shoul d be aware of these differences
when deci ding how to use themfor SS7 signaling transport over |P
net wor ks.

2. Protocol Elenents

This section describes the format of various nessages used in this
pr ot ocol

Al fields in an M2PA nmessage must be transmitted in the network byte
order, i.e., most significant byte first, unless otherw se stated.

2.1. Commpn Message Header

The protocol messages for MPA require a nmessage header structure
that contains a version, nessage class, nmessage type, and nessage
l ength. The header structure is shown in Figure 5.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| Ver si on | Spar e | Message Class | Message Type
B s i S i I i S S S i i
| Message Length

e i S i e S e i o St NI N R SR S

Figure 5. Common Message Header
2.1.1. Version

The version field contains the version of MPA. The supported
versi ons are:

Val ue
(decimal) Version

1 Rel ease 1.0 of MPA protoco
2.1.2. Spare
The Spare field SHOULD be set to all zeroes (0's) by the sender and

i gnored by the receiver. The Spare field SHOULD NOT be used for
proprietary information.
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2.1.3. Message d ass
The following List contains the valid Message C asses:

Val ue
(decimal) Message d ass

11 M2PA Messages
O her values are invalid for MPA

2.1. 4. Message Type

The following list contains the nessage types for the defined
nmessages.

Val ue
(decimal) Message Type

1 User Data
2 Li nk St at us

O her values are invalid.
2.1.5. Message Length

The Message Length defines the I ength of the nessage in octets,
i ncl udi ng the Comron Header

2.2. MPA Header

Al'l protocol nessages for MPA require an MPA-specific header. The
header structure is shown in Figure 6.

0 1 2 3
01234567890123456789012345678901
T S A S S I T S I S

| unused | BSN
I I s S i Sl I SR SR S S e
| unused | FSN

B s i S i I i S S S i i
Figure 6. MPA-specific Message Header
2.2.1. Backward Sequence Nunber (BSN)

This is the FSN of the nmessage |ast received fromthe peer

CGeorge, et al. St andards Track [ Page 13]
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2.2.2. Forward Sequence Number (FSN)
This is the M2PA sequence nunmber of the User Data nessage being sent.
The FSN and BSN val ues range fromO to 16, 777, 215.

2.3. MPA Messages
The foll owi ng section defines the messages and paraneter contents.
An M2PA nessage consists of a Conmon Message Header and M2PA Header,
foll owed by the data appropriate to the nessage.

B S T i o S T i S R s s i e S

Conmon Message Header
B i i i i TS R R N R S SR S S S S S S S S i i
B i T T S i i s S I i S S

\

/

\

\

M2PA- speci fi ¢ Message Header /
\

\

Message Dat a /
\

i B B

e T e R S T s i i S S e S t Tk S TR S R R S
The field "Message Data" contains either:

- a User Data nessage (Section 2.3.1), or
- a Link State nessage (Section 2.3.2)

2.3. 1. User Data

The User Data is the data sent from MIP3. The User Data is an
optional field. It need not be included in an acknow edgenent-only
nessage.

The format of the User Data nessage is as foll ows:
0 1 2 3

01234567890123456789012345678901
i T S S s S S S S i S

\ \
/ Dat a /
\ \

T S T ST S S e T S S S S S S i
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The Data field contains the following fields of the MIP Message
Signal Unit (MSU):

- the Message Priority field (PRI)
- Service Information Cctet (SIO
- Signaling Information Field (SIF)

The MIP MBU is described in Q703 [Q 703], Section 2.2, "Signal Unit
Format", and T1.111.3 [T1l.111], Section 2.2, "Signhal Unit Format".
The Japanese TTC standard uses the PRI field as an MIP3 Message
Priority field [JT-Qr03] [JT-Q704]. For versions of MIP that do not
use these two bits, the entire first octet of the Data field is
spare.

The format of the first octet of the Data field is:

0

01234567

S i S

| PRI | spare | (followed by SIO SIF)
il i S S

PRI - Priority used only in national MIP defined in [JT-Qr03] and
[JT-Qr04]. These bits are spare for other MIP versions.

Note that the Data field SHALL NOT contain other conmponents of the
MIP MsSU f or mat :

- Flag

- Backward Sequence Nunber (BSN)
- Backward Indicator Bit (BIB)

- Forward Sequence Number (FSN)
- Forward Indicator Bit (FIB)

- Length Indicator (LI)

- Check bits (CK)

The Data field SHALL be transmitted in the byte order as defined by
MTP3.

MPPA SHALL NOT add padding to the MIP3 nessage.

Note: In the SS7 Recommrendations, the format of the nessages and
fields within the nessages are based on bit transmi ssion order. In
these recommendati ons, the Least Significant Bit (LSB) of each field
is positioned to the right. The received SS7 fields are popul at ed
octet by octet as received into the 4-octet word, as shown bel ow.
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As an exanple, in the ANSI MIP protocol, the Data field format is
shown bel ow.

01234567890123456789012345678901
s S S o T i i S S i (i
| PRI| spare | SIO | SIF octet | |
R Rt i i i i e T I I S S S R i e S R e e i s o

| | | SIF octet

\
/
\
+
T T S S S i T S S S S e =

\

/

\

e i T o S
+-

Wthin each octet, the Least Significant Bit (LSB) per the SS7
Recomendations is to the right (e.g., bit 15 of SIOis the LSB).

2.3.2. Link Status

The MIP2 Link Status message can be sent between M2PA peers to
indicate link status. This nessage perfornms a function simlar to
the Link Status Signal Unit in MIP2. The format of the Link Status
nessage is as follows:

0 1 2 3

01234567890123456789012345678901
i i S T S S S s S S S i ai i i ST
| State |
i S i i i S S i (i HE S

The valid values for State are shown in the follow ng table.

Val ue
(decimal) Description
Al'i gnnent
Provi ng Norma
Provi ng Emer gency
Ready
Processor Qutage
Processor Recovered
Busy
Busy Ended
Qut of Service (0OOS)

OCO~NOOUTRRWNE
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2.3.2.1. Link Status Proving

3.
3.

The Link Status Proving nessage nmay optionally carry additional
bytes. If the optional bytes are used, the fornmat of the nmessage is
as follows.

0 1 2 3

01234567890123456789012345678901
T e R e i o T e e e el o ok S I RN
| State |
i i S T S S S s S S S i ai i i ST

\ \
/ filler /
\ \
A S S S e i S R T S S i SR S

It is RECOWENDED that the I ength of the Link Status Proving nessage
be simlar to the size of the User Data nessages that will be carried
on the Ilink.

It is RECOWENDED that the filler field contain a nunber pattern that
varies anong the Link Status Proving nessages, and that allows the
SCTP checksum [ RFC3309] to be used to verify the accuracy of

transm ssion.

State Control
1. SCTP Association State Control

Figure 7 illustrates state changes in the M2PA nanagenent of the SCTP
associ ation, together with the causing events. Note that sone of the
error conditions are not shown in the state diagram

Following is a list of the M2PA Association States and a description
of each.

IDLE - State of the association during power-up initialization.
ASSCOCI ATI NG - M2PA is attenpting to establish an SCTP associ ation.

ESTABLI SHED - SCTP associ ation is established.
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e +

| | DLE |

e +
Associ at e

. +

| (1ssue SCTP |

vV Vv associ ate) |

T + |

| ASSOCIATING |----------------- >+
oo + SCTP Comm Err or

o + SCTP Comm Error
OR SCTP Comm Lost

Figure 7. MPA Association State Transition D agram
3.2. MPA Link State Control

The M2PA |ink noves fromone state to another in response to various
events. The events that may result in a change of state include:

- MIP3 primtive requests

- Recei pt of messages fromthe peer MPA

Expiration of tiners
- SCTP notifications

These events affect the MPA link state in a manner simlar to MIP2.
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4. Procedures

Because M2PA provides MIP3 with an interface and functionality like
MIP2, its internal functioning is simlar to that of MIP2.

Except as nodified in this docunent, M2PA SHOULD fol |l ow t he

requi renents of the applicable MIP2 specification. These may include
[Q703] or [TL1l.111]. The sane standard MJUST be foll owed on both ends
of the M2PA |i nk.

In particular, the corresponding applicable timer value defaults and
ranges specified for the applicable MIP2 standard should be used for
the M2PA timers.

When referring to MIP2 term nology in this docunent, the term nol ogy
of [Q703] is used. This does not inply that the requirenents of
[Q 703] are to be foll owed.

4.1. Procedures to Support MIP2 Features
4.1.1. Signal Unit Format, Delinitation, Acceptance

Messages for transm ssion across the network must foll ow the format
described in Section 2.

SCTP provides reliable, in-sequence delivery of user nessages.
Therefore the related functionality of MIP2 is not needed. SCTP does
not provide functions related to Link State Control in MIP2. These
functions rmust be provided by MPA.

Si nce SCTP provides delivery of nmessages, there is no need for MPA
to delimt its nmessages with a flag, as is done in MIP2.
Furthernore, MPA does not need to performzero bit insertion and
deletion on its messages.

Si nce SCTP uses a checksumto detect transm ssion errors, there is no
need for an M2PA checksum as is needed in MIP2. This also
elimnates the need for the error rate nonitors of MIP2.

Since SCTP provides reliable delivery and ordered delivery, MPA does
not performretransm ssions. This elimnates the need for the
forward and backward indicator bits in MIP2 signal units.

Acceptance of a nessage is indicated by a successful receipt of the
nessage from SCTP
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4.1.2. MIP and SCTP Entities
Thi s section descri bes how M2PA rel ates MIP and SCTP entities.

Each MIP link corresponds to an SCTP association. To prevent
duplicate associations from being established, it is RECOMWENDED t hat
each endpoint know the I P address (or |IP addresses, if multi-hom ng
is used) and port nunber of both endpoints. SCTP prevents two

associ ations with the same | P addresses and port nunbers from bei ng
est abl i shed.

It is necessary for at |east one of the endpoints to be listening on
the port on which the other endpoint is trying to establish the
associ ation. Therefore, at |east one of the port nunbers SHOULD be
the M2PA registered port.

If only one association is to be established between these two I P
addresses, then the association SHOULD be established using the MPA
regi stered port at each endpoint.

If it is desirable to create nultiple associations (for multiple
i nks) between the two | P addresses, different port nunbers can be
used for each association. Nevertheless, the MPA registered port
nunber SHOULD be used at one end of each association

Each conbi nation of | P address/port for the two endpoints (i.e., each
associ ati on) MJST be mapped to the sanme Signaling Link Code (SLC) at
each endpoint, so that each endpoint knows which [ink is being
created at the tine the SCTP association is established. However,
M2PA does not do any processing based on the SLC

Fol |l owi ng are exampl es of the relationships between associ ations and
links. Note that a link is an SCTP association identified by two
endpoi nts. Each endpoint is identified by an |IP address and port
nunber. Each association is mapped to an SLC

Figure 8 shows a case with two | PSPs, each with two | P addresses.
Two associations are the Iinks that connect the two | PSPs. Since
these links are in the same link set, they MJST have different SLCs.

Table 1 shows the relationships in tabular form Table 1 is only

conceptual. The actual method for mapping the SCTP associations to
the SLCs is inplenentation dependent.
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| PSP X | PSP Y

S + S +

| | scTP | |

| | PA | association 1 | IPB |

| port = PW+--------------- + port = PW |

| SLC = a | | SLC = a |

| | | |

| | | |

| | scTP | |

| | PC | association 2 | IPD |

| port = PW+--------------- + port = PW |

| SLC = b | | SLC = |

| | | |

| | | |

Fom e e e e oo - + Fom e e e e oo - +

| Px = | P address
PW = Registered port nunber for MPA
Figure 8. Two IPSPs with Two | P Addresses Each

---------------------------------------------------- S mpp———
Associ ation | | PSP X | | PSP Y | SLC |
------------ I e e |
| P address | Port | I P address | Port | |
[} ettty e—————————— ——— —p—————————— j——t—ry jp—p—(——r
1 | PA |  PW | | PB | PW | a |
------------------------- T T I S e
2 | PC |  PW | | PD | PW | b |
------------------------- T T e R

Table 1. Two IPSPs with Two | P Addresses Each

Figure 9 and Table 2 show an exanple with three IPSPs. Note that in

this exanple, the two links are in different |ink sets. Therefore,

it is possible that the SLC values a and b MAY be equal .

CGeor ge,

et al.
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| PSP X | PSP Y
R + R +
| | SCTP | |
| | PA | association 1 | IPB |
| port = PW+------n-mmomnonn + port = PW
| SLC = a | | SLC = a |
| | | |
| | | |
| | SCTP | |
| | PC | association 2 | |
| port = PW+------- + | |
| SLC = b | | | |
| | | | |
| | | | |
S + | S +

|
|
| | PSP Z
I I +
| | |
| | 1PD |
X + port = PW |
| SLC = |
| |
| |
| |
| |
| |
| |
| |
| |
S +
| Px = | P address
PW = Registered port nunber for MPA

Figure 9. One IPSP Connected to Two | PSPs
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L LT T LT T I o +
| Association | | PSP X | | PSP Y/ Z | SLC

| e S R, e S R, + |
| | IP address | Port | I P address | Port | |
[} ettt ——— e ————————— ———— e —————————— Ll———ry j————r
| 1 | | PA | PW | | PB | PW | a |
R T Fommm e oo Fommmm - Fommm e oo Fommmm - - +
| 2 | | PC |  PW | | PD | PW | b |
R R T - - R T - - o-- - +

Table 2. One I PSP Connected to Two | PSPs

Figure 10 and Table 3 show two associ ati ons between the same |IP
addresses. This is acconplished by using different port nunbers for
each associ ation at one endpoint.

| PSP X | PSP Y
S + S +
| | scTP | |
| IPA | association 1 | IPB |
| port = Pl +--------------- + port = PW |
| SLC = a | | SLC = a |
| | | |
| | | |
| | scTP | |
| IPA | association 2 | IPB |
| port = PW+--------------- + port = PW
| SLC = b | | SLC=b |
| | | |
| | | |
e + e +

| Px = | P address
P1 = Pre-selected port nunber
PW = Registered port nunber for MPA

Figure 10. Miltiple Associations Between Two | P Addresses
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L LT T LT T I o +
| Association | | PSP X | | PSP Y | SLC

| e S R, e S R, + |
| | IP address | Port | I P address | Port | |
[} ettt ——— e ————————— ———— e —————————— Ll———ry j————r
| 1 | | PA | P1 | | PB | PW | a |
R T Fommm e oo Fommmm - Fommm e oo Fommmm - - +
| 2 | | PA |  PW | | PB | PW | b |
R R T - - R T - - o-- - +

Table 3. Miltiple Associations Between Two | P Addresses

The association SHALL contain two streams in each direction. Stream
0 is designated for Link Status nessages. Stream 1l is designated for
User Data nessages, as well as Link Status nmessages that nust remain
in sequence with the User Data nessages.

The foll owing Link Status nmessages SHALL be sent on the Link Status
stream (stream 0)

- Ali gnnent

- Proving Norma

- Proving Emergency

- Ready (when sent during alignnent)
- Busy

- Busy Ended

- Qut of Service

The foll owi ng Link Status nmessages SHALL be sent on the User Data
stream (stream 1)

- Processor Qutage

- Processor Recovered

- Ready (when sent at the end of processor outage)

4.1.3. Link Alignnent
The purposes of the alignnment procedure are:

(1) To provide a handshaki ng procedure so that both endpoints are
prepared to send SS7 traffic, and to prevent traffic from
bei ng sent before the other end is ready.

(2) To verify that the SCTP association is suitable for use as an
SS7 1ink.
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Li nk alignnent takes place after the association is established. |If
SCTP fails to establish the association, and M2PA has received a
Start Request fromits MIP3, then M2PA SHALL report to MIP3 that the
link is out of service.

The Link Status Qut of Service nessage replaces the SIOS nessage of
MIP2. Unlike MIP2, the message SHOULD NOT be transnmitted
continuously. After the association is established, MPA SHALL send
a Link Status Qut of Service nmessage to its peer. Prior to the

begi nni ng of alignnent, M2PA MAY send additional Link Status Qut of
Servi ce messages.

The Link Status Alignment nessage replaces the SI O nessage of MIP2.
This nmessage is sent to signal the begi nning of the alignnent
procedure. The Link Status Alignnent nmessage SHOULD NOT be
transmtted continuously. MPA MAY send additional Link Status
Alignment until it receives Link Status Alignnent, Link Status
Proving Normal, or Link Status Proving Energency fromthe peer

The Link Status Proving Nornmal nessage replaces the SIN nessage of
MIP2. The Link Status Provi ng Emergency nessage replaces the SIE
message of MIP2.

The proving period MAY be omtted if this is allowed by the
appl i cabl e MIP2 standard (e.g., [Q 2140]).

If proving is performed, then during the proving period (i.e., after
MPPA starts the proving period tiner T4), MPA SHALL send Link Status
Provi ng nessages to its peer at an interval defined by the protoco
paranmeter Proving Interval. It is RECOWENDED that Proving Interva
be set so that the traffic | oad generated with the Link Status
Provi ng nessages during the proving period is conparable to the
normal traffic | oad expected when the link is in service.

The Link Status Ready nessage repl aces the FI SU of MIP2 that is sent
at the end of the proving period. The Link Status Ready nessage is
used to verify that both ends have conpl eted proving. Wen MPA
starts tiner Tl, it SHALL send a Link Status Ready nessage to its
peer in the case where MIP2 would send a FISU after proving is
conplete. |If the Link Status Ready nessage is sent, then M2PA MAY
send additional Link Status Ready nmessages while timer T1 is running.
These Link Status Ready nessages are sent on the Link Status stream

In the case that MIP2 sends an MsU or SI PO nessage at the end of

provi ng, M2PA SHALL send (respectively) a User Data or Link Status
Processor Qutage nessage.
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4.1.4. Processor Qutage

The Link Status Processor Qutage nmessage replaces the SIPO nmessage of
MIP2. Unlike MIP2, the nmessage SHOULD NOT be transmitted
continuously. MPA SHALL send a Link Status Processor Qutage nessage
to its peer at the beginning of a processor outage condition where
MIP2 woul d send SI PO,  M2PA MAY send additional Link Status Processor
Qut age nessages as long as that condition persists. The Link Status
Processor Qutage nmessage SHALL be sent on the User Data stream

VWile in a | ocal processor outage (LPO condition:

(a) Any User Data nessages received fromthe peer MUST NOT be
acknow edged and MUST be buffered.

(b) M2PA SHOULD continue to acknowl edge User Data messages
recei ved and accepted by MIP3 before the | ocal processor
out age.

(c) MPA SHOULD continue to transnit nessages that have been sent
by its upper |ayer MIP3.

VWiile there is a renpte processor outage (RPO) condition:

(a) MPA SHOULD continue to acknowl edge User Data nessages
recei ved and accepted by MIP3, regardl ess of the renpte
processor outage.

(b) If any User Data messages received fromthe peer after the
Li nk Status Processor Qutage cannot be delivered to MIP3, then
these nessages MJUST NOT be acknow edged and MJUST be buffered.

If MPA receives a Flush command from MIP3,

(a) M2PA SHALL discard any inconm ng nessages that were queued and
unacknowl edged during the processor outage condition.

(b) M2PA SHALL di scard nessages in the transnmt and retransmt
gueues as required by MIP2.

I f MPA receives a Continue command from MIP3, MPA SHALL begin
processi ng the incom ng nessages that were queued and unacknow edged
during the processor outage condition.

When the | ocal processor outage condition ends, M2PA SHALL send a

Li nk Status Processor Recovered message to its peer on the User Data
stream This nessage is used to signal the end of the processor
outage condition, instead of an MsSU or FISU, as is used in MIP2. The
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BSN in the Link Status Processor Recovered nessage is set to the FSN
of the last User Data nessage received (and not discarded) fromthe
peer M2PA. M2PA SHALL cease transnitting User Data nessages after
sendi ng the Link Status Processor Recovered message, until it has
recei ved the Link Status Ready nessage (see bel ow).

Upon receiving the Link Status Processor Recovered nessage, the MPA
in RPO SHALL respond with a Link Status Ready nmessage on the User
Data stream The BSN in the Link Status Ready nessage is set to the
FSN of the | ast User Data nessage received (and not di scarded) from
the peer M2PA.

Upon receiving the Link Status Ready nessage, the M2PA fornerly in
LPO SHALL respond with a Link Status Ready nessage on the User Data
stream The BSN in the Link Status Ready nessage is set to the FSN
of the last User Data nessage received (and not discarded) fromthe
peer MPA.

M2PA (at both the LPO and RPO ends) uses the BSN value in the
recei ved Link Status Ready nessage to resynchroni ze its sequence
nunbers, if this is required by MIP2. MPA SHALL NOT resune
transmtting User Data messages until it has sent the Link Status
Ready message.

During resynchroni zati on, M2PA SHALL NOT discard any received User
Dat a nessages that were sent after the processor outage ended.

VWhen M2PA experiences a |ocal processor outage, it MAY put the |ink
out of service by sending a Link Status Qut of Service message, if
this is allowed by the applicable MIP2 standard (e.g., [Q 2140]).

In other respects, M2PA SHOULD foll ow the same procedures as MIP2 in
processor outage.

4.1.5. Level 2 Flow Control

The Link Status Busy nessage replaces the SIB nessage of MIP2. The
nmessage SHOULD NOT be transnmitted continuously. MPA SHALL send a
Li nk Status Busy nmessage to its peer at the begi nning of a receive
congestion condition where MIP2 would send SIB. MPA MAY send
addi tional Link Status Busy nessages as long as that condition
persists. Wen the condition ends, MPA SHALL send a Link Status
Busy Ended nessage to its peer.

M2PA SHALL continue transmitting messages while it is in receive
congestion, but MJST NOT acknow edge the nessage that triggered the
sendi ng of the Link Status Busy nessage, nor any messages received
bef ore the sending of Link Status Busy Ended.

CGeorge, et al. St andards Track [ Page 27]



RFC 4165 SS7 MIP2- User Peer-to-Peer Adaptation Layer Septenber 2005

When the peer M2PA receives the first Link Status Busy nessage, it
SHALL start the Renpte Congestion timer T6 if there are messages in
the retransni ssion buffer awaiting acknow edgement (i.e., T7 is
runni ng). MPA SHALL stop the T7 tinmer if it is running. Additiona
Li nk Status Busy nmessages received while T6 is running do not cause
T6 to be reset and do not cause T7 to be started. Wiile T6 is

runni ng, T7 SHALL NOT be started.

When the peer M2PA receives the Link Status Busy Ended nessage and T6
has not expired, it SHALL stop T6 (if T6 is running) and start T7 (if
there are nmessages awai ting acknow edgenent in the retransm ssion
buffer).

The peer M2PA SHOULD conti nue receiving and acknow edgi ng nessages
while the other end is busy, but MJST NOT send User Data messages
after receiving Link Status Busy and before receiving Link Status
Busy Ended.

4.1.6. Link Qut of Service
The Link Status Qut of Service nmessage replaces the SIOS nmessage of
MIP2. Unlike MIP2, the nmessage SHOULD NOT be transmitted
continuously. MPA SHALL send a Link Status Qut of Service nmessage
to its peer at the beginning of a condition where MIP2 woul d send
SICS. MPA MAY send additional Link Status Qut of Service nessages
as long as that condition persists.

VWhen M2PA places a link in the QUI OF SERVICE state, M2PA SHOULD NOT
term nate the SCTP associ ation

4.1.7. SCTP Associ ation Probl ens

The SCTP association for a |ink nay becone unusabl e, such as when one
of the follow ng occurs:

- SCTP sends a Send Failure notification to MPA
- SCTP sends a Conmuni cation Lost notification to M2PA.
- SCTP sends a Conmuni cation Error notification to MPA
- The SCTP association is |ost.
If the SCTP association for a |ink beconmes unable to transmt or

recei ve nessages, MPA SHALL report to MIP3 that the link is out of
service and enter the QUT OF SERVI CE state.
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4.1.8. Transm ssion and Reception Priorities

In MIP, Link Status nmessages have priority over User Data nessages
([Q 703], Section 11.2). To achieve this in M2PA, MPA uses separate
streans in its SCTP association for Link Status nessages and User
Dat a nessages.

M2PA SHALL send all nessages using the ordered delivery option of
SCTP.

M2PA SHOULD gi ve higher priority to nessages sent on the Link Status
streamthan to nessages sent on the User Data stream when sending
messages to SCTP.

M2PA SHOULD gi ve higher priority to reading the Link Status stream
than to reading the User Data stream

M2PA SHOULD gi ve higher priority to receiving notifications from SCTP
than to reading either the Link Status streamor the User Data
stream

4.1.9. MPA Version Contro

A node upgraded to a newer version of M2PA SHOULD support the ol der
versi ons used on other nodes with which it is communicating. |[|f that
is the case, then alignnent can proceed nornally.

In particular, it is recormended that for future nodifications to
this protocol

- Any newer version SHOULD be able to process the nmessages from an
ol der versi on.

- A newer version of M2PA SHOULD refrain from sendi ng nessages to
an ol der version of MPA nessages that the ol der version cannot
process.

- If an ol der version of MPA receives a nessage that it cannot
process, it SHOULD discard the message.

- In cases where different processing is done in two versions for
the sane format of a nessage, then the newer version SHOULD
contain procedures to recognize and handl e this appropriately.

In case a newer version of M2PA is inconpatible with an ol der

version, the newer version SHOULD recogni ze this and prevent the
alignment of the link. [If a Link Status Alignnent nessage with an
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unsupported version is received by the newer version, the receiving
end’s M2PA SHOULD reply with a Link Status Qut of Service nessage and
not conplete the alignment procedure.

4.2. Procedures to Support the MIP3/MIP2 Interface
4.2.1. Sending and Receivi ng Messages

When MIP3 sends a nessage for transm ssion to M2PA, MPA passes the
correspondi ng M2PA nmessage to SCTP using the SEND primtive.

User Data nessages SHALL be sent via the User Data stream (stream 1)
of the association.

M2PA Li nk Status messages are passed to SCTP using the SEND
primtive.

The foll owing Link Status nmessages SHALL be sent on the Link Status
stream (stream 0)

- Ali gnnent

- Proving Norma

- Proving Emergency

- Ready (when sent during alignnent)
- Busy

- Busy Ended

- Qut of Service

The foll owi ng Link Status nmessages SHALL be sent on the User Data
stream (stream 1)

- Processor Qutage
- Processor Recovered
- Ready (when sent at the end of processor outage)

If M2PA receives a nessage from SCTP with an invalid Message Cl ass or
unsupported Message Type in the Conmon Message Header, M2PA SHALL
di scard the nessage.

For message types other than User Data, the Forward Sequence Number
is set to the FSN of the last User Data nessage sent.

If M2PA receives a User Data nessage with an FSN that is out of
order, MPA SHALL di scard the nessage.

Note: In all calculations involving FSN and BSN, the programer
shoul d be aware that the value waps around to O after reaching its
maxi mum val ue.
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When there is a nessage to acknow edge, M2PA MJST acknow edge t he
nessage with the next User Data nmessage sent. |If there is no User
Dat a nessage available to be sent when there is a nmessage to

acknow edge, M2PA SHOULD generate and send a User Data nessage with
no data payl oad, without delay. (In other words, in the case where
MIP2 woul d acknow edge a nmessage with a FI SU, MPA SHOULD acknow edge
the nessage with an enpty User Data nessage.) The FSN for this enpty
User Data nessage is not incremented. It MJST contain the same FSN
as the nost recently sent User Data nessage that contains data.

Del ayi ng of acknow edgenents can result in poor SS7 performance.

If MPA receives an enpty User Data nmessage, it SHALL NOT send an
acknow edgenent of that nessage.

Note that there is no reason to place Link Status nmessages or enpty
User Data nessages in the M2PA retransmit buffer, since these
nmessages are not retrieved for changeover and timer T7 does not apply
to them

Note that since SCTP provides reliable delivery and ordered delivery
within the stream MPA does not performretransmn ssions.
Nevert hel ess, M2PA SHALL retain transmtted User Data messages in a
retransmt queue until they are acknow edged. These messages are
needed in case MIP3 perforns data retrieval as part of a changeover
pr ocedure.

Because propagation delays in | P networks are nore variable than in
traditional SS7 networks, a single T7 timer (excessive del ay of
acknow edgenent), as in MIP2, is inadequate. |If any nmessage is
unacknow edged after a period equal to the T7 value, the T7 tiner
SHALL expire.

4.2.2. MIP3 Signaling Link Congestion

M2PA SHALL detect transmt congestion in its buffers according to the
requirenents for signaling link transmt congestion in MIP3, e.g.
Q 704 [Q 704], Section 3.8.

4.2.3. Changeover

The obj ective of the changeover is to ensure that signaling traffic
carried by the unavailable signaling link is diverted to the
alternative signaling link(s) as quickly as possible while avoiding
nessage | oss, duplication, or ms-sequencing. For this purpose, the
changeover procedure includes data retrieval, which is performed

bef ore opening the alternative signaling links to the diverted
traffic. Data retrieval consists of these steps:
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(1) buffer updating, i.e., identifying all those User Data
nessages in the retransm ssion buffer of the unavail able
signaling link which have not been received by the far end
M2PA, as well as untransmitted nessages, and

(2) transferring those nessages to the transmi ssion buffers of the
alternate |inks.

Note that only User Data messages containing data are retrieved and
transmtted over the alternate links. Link Status nessages and enpty
User Data nessages SHALL NOT be retrieved and transmtted over the
alternate |inks.

M2PA' s Sequence Nunbers are 24 bits long. MIP2's Forward and
Backward Sequence Nunbers are only seven bits long. Hence, it is
necessary for MIP3 to acconmpdate the |arger sequence numbers. This
i s done through the use of the Extended Changeover Order (XCO and
Ext ended Changeover Acknow edgenent (XCA) nessages instead of the
Changeover Order (COO and Changeover Acknow edgenent (COA) nessages.
The XCO and XCA nessages are specified in [Q 2210] Section 9.8.1 and
T1.111.4 [T1.111], Section 15.4. Only the XCO and XCA nmessages from
[@ 2210] or [T1.111] are required. The BSN is placed in the XCQO XCA
nmessage as explained in [Q 2210] and [T1.111].

Al so, the followi ng MIP3/ MIP2 primtives MJST use the |arger sequence
nunbers:

- BSNT Confirmation
- Retrieval Request and FSNC

I f M2PA receives a Retrieval Request and FSNC request from MIP3, MPA
SHALL retrieve fromits buffers and deliver to MIP3 in order:

(a) any transmtted User Data nessages beginning with the first
unacknow edged nessage with FSN greater than FSNC.

(b) any untransnmitted User Data nmessages.
For energency changeover, MIP3 retrieves only the unsent nessages for
transm ssion on the alternate link(s). |If MPA receives a Retrieval
Request and FSNC request with no FSNC value, or with an invalid FSNC,
then M2PA SHALL retrieve fromits buffers and deliver to MIP3 in
order:

(a) any untransmitted User Data messages.
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The Japanese TTC version of MIP defined in [JT-Qr03] and [JT- Q704]
has a Retrieval Request (as well as Retrieval Request and FSNC). The
Retrieval allows MIP3 to retrieve both unsent and unacknow edged
nmessages for transm ssion on the alternate link(s). |In this version
of MIP, if MPA receives a Retrieval Request, then M2PA SHALL
retrieve fromits buffers and deliver to MIP3 in order:

(a) any transmitted but unacknow edged User Data nessages.
(b) any untransmitted User Data messages.
4.2.3.1. Miltiple User Data Streanms and Changeover

The changeover procedure makes it problematic for M2PA to have
multiple User Data streanms in one direction for a link. Buffer
updati ng woul d have to be done separately for each User Data stream
to avoid duplication or |oss of nmessages. But MIP3 provides for only
one XCO XCA nessage for sending the | ast-received sequence nunber.

Even wi th sequence nunbering of User Data nessages at the MPA | ayer,
it is necessary to performbuffer updating on each stream Since the
M2PA nessages woul d be delivered over multiple streans, there could
be a gap in the M2PA sequence nunbers at the receiving end when the
changeover procedure begins. |If only the M2PA sequence nunber is
used in the XCO XCA nessage, there would be a possibility of |osing
the nmessages in the gap, or duplicating nessages after the gap.

MPPA links with multiple User Data streams woul d be possible if a
mul ti pl e-BSNT XCO' XCA nessage is defined in MIP3, or if MIP3 all ows
nmul tipl e XCO XCA nessages (one for each User Data strean) to be sent
during a changeover. This is beyond the scope of this docunent.

4.3. SCTP Consi derations

Sonme M2PA procedures may be affected by the use of SCIP as a
transport layer. These considerations are discussed in this section.

4.3.1. SCTP Slow Start

SCTP contains a slow start algorithmto control the amount of data
being injected into the network. The algorithmallows SCTP to probe
the network to determine the avail able capacity. The algorithmis

i nvoked in these cases: when transni ssion begins on an associ ati on,
after a sufficiently long idle period, or after repairing |oss
detected by the SCTP retransni ssion tiner.
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It is possible that transmi ssion of M2PA nessages MAY be del ayed by
SCTP sl ow start under certain conditions, including the follow ng:

(a) Link Alignment. Link alignment takes place after an
associ ation is established. SCTP invokes the slow start
al gorithm since transm ssion is beginning on the association

(b) Changeover. Messages are retrieved fromone |ink
(association) and transferred to another for transm ssion. |If
the second link had previously been idle, or is in the process
of link alignment, SCTP may invoke the slow start algorithm

(c) Path failure (multi-homng). |f SCTP switches froma failed
path to a new path, and the new path had previously been idle,
SCTP may invoke the slow start al gorithm

(d) Reduced traffic volume. Any time that M2PA sends a | ow vol une
of traffic on a link and then the vol une increases, SCTP may
i nvoke the slow start algorithm

Programers shoul d be aware of this condition and how it nay affect
M2PA performance. |In some cases, it may be possible to avoid the
negative effects of slow start. For exanmple, the Link Status Proving
nessages sent during the proving period may be used to conplete sl ow
start before the Iink is placed in service.

5. Exanpl es of M2PA Procedures

In general, messages passed between MIP3 and M2PA are the sane as
those passed between MIP3 and MIP2. MPA interprets nessages from
MIP3 and sends the appropriate nessage to SCTP. Likew se, messages
from SCTP are used to generate a neani ngful nessage to MIPS.

Not e that throughout this section, the primtives between MIP3 and
M2PA are named using the MIP term nology [Q 700] [Q 701] [Q 702]
[Q703] [Q704] [Q 705]. Conmmuni cations between M2PA and SCTP are
nanmed usi ng SCTP term nol ogy.

5.1. Link Initialization (Alignment)

An exanpl e of the nmessage flow used to bring an SS7 link in service
is shown in Figures 11 and 12. Alignnment is done by both ends of the
link. To sinplify the diagram alignnment is shown on one end only.
Sone nmessages fromthe renpbte end are not shown. It is assunmed in
this exanple that SCTP has been initialized.
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MI'P3 M2PA SCTP SCTP M2PA

Associ at e

kSCTP Associétion
procedure)

tbnnunicatioh Up Connunicatioh Up

Energency OQ

Emer gency Ceases

____________ >

Start .

............ >
Li nk Status Alignnent .
____________________________________ >

Start timer fz

Li nk Staius Alignneni
Stop tiner T2

Provi ng period begins.

Figure 11. Exanple: Link Initialization - Alignnent
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MI'P3 M2PA SCTP SCTP M2PA MIP3

Start timer ;I'S
Li nk Status Proving

Stop tinmer T3

Start tinmer T4
Li nk Status Proving

;I'i mer T4 expi res

Send Link Status Ready (one or nore) and wait for the renpte end
to conplete its proving period.

Start timer .Tl

i_i nk Status i?eady

I n Service . . In Service

MIP3 MAY begi n sendi ng data nessages.

Figure 12. Exanple: Link Initialization - Proving
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5.2. Message Transm ssion and Reception

Messages are transnmitted using the Data Request primtive from MIP3
to MPA. Figure 13 shows the case where the Link is In Service. The
nmessage i s passed from MIP3 of the source to MIP3 of the destination

MI'P3 M2PA SCTP SCTP M2PA MIP3

Message for
transm ssi on

éend .
(Data Message)
............ >
kSCTP sends ﬁessage)

Recei ve

____________ >
Figure 13. Exanple: Link Initialization - In Service
5.3. Link Status Indication
An exanple of a Link Status Indication is shown in Figure 14. |If

SCTP sends a Conmuni cation Lost primtive to M2PA, MPA notifies MIP3
that the link is out of service. MIP3 responds in its usual way.

MIP3 M2 PA SCTP SCTP M2 PA MIP3

Communi cati on Lost

Figure 14. Exanple: Link Status Indication
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5.4. Link Status Message (Processor Qutage)

Figure 15 shows how M2PA responds to a | ocal processor outage. MPA

sends a Link Status message to its peer. The peer MPA notifies MIP3
of the outage. MIP3 can then follow the processor outage procedures

as in [Q703].

MI'P3 M2PA SCTP SCTP M2PA MIP3

NEPA.detects
Local Processor
Qut age

Link Status .
Processor Qut age

Renot e Processor

Qut age .
............ >
Li nk St at us
Processor
Recover ed .
____________________________________ >
Renot e Processor
CQut age Ceases
____________ >
. Li nk Status Ready
=

Message for
transm ssi on

Figure 15. Exanple: Link Status Message - Processor Qutage
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Figure 16 shows an exanpl e of processor outage in nore detail. All
M2PA nessages in this exanple are sent on the Data stream (stream1).

MI'P3 M2PA SCTP SCTP M2PA MIP3

6 Messages for
transm ssi on

———————————— > 6 Messages for

transm ssi on

. . O
User Data FSN=1 .
.................................... >
User Data FSN=2 .
____________________________________ >
User Data FSN=3 .
____________________________________ >
. User Data FSN=11
L e e e e e e e e e e e e m e mmm e —— - -
. User Data FSN=12
Cm e e e e e e e e e e e e e e e m e e m e mm e mm e — - — - -
. User Data FSN=13
Lo e e e e e e e e e e e e e e e e e e e e e e —— - -

. User Data FSN=15 BSN=3

T ker pata Fow-16 BONS3

(s PO FoNes BoNeLL L

Rerr;te Processor
CQut age

Wiile in LPO A nust buffer nmessages 14-16 w t hout acknow edgi ng
them A may continue transmtting nmessages from MIP3, and
acknow edgi ng messages that were received before LPO
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User Data FSN=4 BSN=13

User Data FSN=5 BSN=13 .
____________________________________ >
User Data FSN=6 BSN=13 .
____________________________________ >

VWiile in RPO B nay continue acknow edgi ng messages. Suppose t hat
B receives message 4 and 5, but has not processed 6 yet.

(enpty) User Data FSN=16 BSN=4

(enpty) User Data FSN=16 BSN=5

LPO ends at A. A flushes 14-16 (the nessages that were buffered
wi t hout acknowl edgenent).

LS PR FSN=6 BSN=13 .

------------------------------------ > .
Renmot e Processor
Qut age Ceases

Suppose that B processed nessage 5, but never processed nessage 6.
B flushes nessage 6 fromits Receive Buffer. B notifies A of this
using the Link Status Ready nessage setting BSN=5, the |ast nessage
that was processed at B.

LS Ready FSN=13 BSNES

B has conpl eted synchroni zati on of sequence nunbers and has sent
an LS Ready, so it is able to resune sending data at this point
with the new sequence nunbers (starting with FSN=14).
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Message for
transm ssi on
. S
User Data FSN=14 BSN=5

A can use the Link Status Ready information to resynchronize its
sequence nunbers to begin with FSN=6 in the next User Data nessage.

LS Ready FSN=5 BSN=13

A has conpl eted synchroni zati on of sequence nunber and has both
received and sent an LS Ready, so it is able to resune sending data
at this point with the new sequence nunbers and acknow edgi ng data
received after receiving LS Ready.

User Data FSNE5 BSNE14 (enpty)

i\/bssage for . Message fo.r
transm ssi on . . transm ssi on
------------ > . . S

User Data FSN=6 BSN=14 .

____________________________________ >

. User Data FSN=15 BSN=5

Cemm e e e e e e e e e e e e e m e — - - -

. (enpty) User Data FSN=15 BSN=6

o e e e e e e e e e e e e e e e e e e e m e e e m e m = -

User Data FSN=6 BSN=15 (enpty)

Figure 16. Exanple: Processor Qutage and Recovery
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5.5. Level 2 Flow Contro

Figures 17 and 18 illustrate the Level 2 Flow Control procedure. 1In
Figure 17, congestion ceases before timer T6 expires. Figure 18
shows the case where T6 expires.

MI'P3 M2PA SCTP SCTP M2PA MIP3

| mpl ement ati on dependent
det erm nati on of MPA
recei ve congestion onset

Li nk Status Busy

Start
Timer T6
| npl enent ati on dependent
deterni nati on of MPA
recei ve congesti on abat enent
Li nk Status Busy Ended .
____________________________________ >
St op
Timer T6

Figure 17. Exanple: Level 2 Flow Control - Congestion Ceases
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MI'P3 M2PA SCTP SCTP M2PA MIP3

| mpl ement ati on dependent
det erm nati on of MPA
recei ve congestion onset
Li nk Status Busy

Start
Ti mer T6

Timer T6
Expi res

Lfnk St at us Cﬁt of Servicé

Figure 18. Exanple: Level 2 Flow Control - Timer T6 Expires
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5.6. MIP3 Signaling Link Congestion

In Figure 19, M2PA notifies MIP3 of congestion onset and abatenent.
The notification includes the congestion level, if there are levels
of congestion defi ned.

MI'P3 M2PA SCTP SCTP M2PA MIP3

| mpl ement ati on dependent
det erm nati on of MPA
transmt congestion
onset (Il evel)

Congestion | ndication
(level)

| mpl enent ati on dependent
determi nation of MPA
transmt congestion

abat ement (1 evel)

Congestion Indication
(level)

Figure 19. Exanple: MIP3 Signaling Link Congestion
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5.7. Link Deactivation

Fi gure 20 shows an exanple of link deactivation. MIP3 can request
that a link be taken out of service.

MI'P3 M2 PA SCTP SCTP M2 PA MI'P3

Figure 20. Exanple: Link Deactivation
5.8. Link Changeover
In Figure 21, MIP3 performs a changeover because the |ink went out of

service. MIP3 selects a different |link to retransm t the
unacknow edged and unsent nessages.

CGeorge, et al. St andards Track [ Page 45]



RFC 4165 SS7 MIP2- User Peer-to-Peer Adaptation Layer Septenber 2005
MTP3 M2 PA SCTP SCTP M2 PA MTP3

Communi cati on Lost

i?et rieval Reduest
and FSNC

Send messages on anot her |i nk.

Figure 21. Exanple: Link Changeover
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6.

7.

7.

Security Considerations

M2PA is designed to carry signaling nessages for tel ephony services.
As such, M2PA MJST invol ve the security needs of several parties:

- the end users of the services
- the network providers
- the applications involved
Addi tional requirenments MAY conme from |l ocal regulation
Wil e these parties may have sone overl apping security needs, their
needs may not be identical. Any security solution SHOULD fulfill al
of the different parties’ needs.
Consult [RFC3788] for a discussion of security requirenents and for
gui dance on the use of security protocols. |Inplenenters of M2PA MJST
follow the guidelines in [ RFC3788].
| ANA Consi derations
1. SCTP Payl oad Protocol Ildentifier
The SCTP Registered User Port Nunmber Assignment for MPA is 3565.
The TCP Regi stered User Port Nunmber 3565 is al so assigned to M2PA, in

case a specification for M2PA over TCP is created.

The val ue assigned by I ANA for the Payl oad Protocol ldentifier in the
SCTP Payl oad Data chunk is

M2 PA 5

The SCTP Payl oad Protocol ldentifier is included in each SCTP Data
chunk, to indicate which protocol the SCTP is carrying. This Payl oad
Protocol ldentifier is not directly used by SCTP but nmay be used by
certain network entities to identify the type of information being
carried in a Data chunk

The User Adaptation peer may use the Payl oad Protocol ldentifier as a
way of determ ning additional information about the data being
presented to it by SCTP
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7.2. MPA Protocol Extensions
This protocol may be extended through I ANA in three ways:
- through definition of additional nmessage cl asses,
- through definition of additional nessage types, and
- through definition of additional nessage paraneters.
The definition and use of new nessage cl asses, types, and paraneters
is an integral part of SIGIRAN adaptation |ayers. Thus, these
ext ensi ons are assigned by | ANA through an | ETF Consensus action as

defined in [ RFC2434].

The proposed extension nmust in no way adversely affect the genera
wor ki ng of the protocol

The defined values for the nessage cl asses, types, and paraneters are
listed in the Signaling User Adaptation Layer registry
(sigtran-adapt).

7.2.1. |1 ETF Defined Message C asses

The docunentation for a new nessage class MJST include the foll ow ng
i nfornmation:

(a) Along and short name for the message cl ass.
(b) A detailed description of the purpose of the nessage cl ass.
7.2.2 | ETF Defined Message Types

Docurent ati on of the nessage type MJST contain the foll ow ng
i nformation:

(a) Along and short nane for the new nessage type.
(b) A detailed description of the structure of the nessage.

(c) A detailed definition and description of the intended use of
each field within the nessage.

(d) A detailed procedural description of the use of the new
nessage type within the operation of the protocol

(e) A detailed description of error conditions when receiving this
nessage type.
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When an i npl enentation receives a nessage type that it does not
support, it MJST discard the nessage

7.2.3. | ETF- defi ned Par aneter Extension

Docurent ati on of the message paraneter MJST contain the follow ng
i nformation:

(a) Name of the paraneter type
(b) Detailed description of the structure of the paraneter field.
(c) Detailed definition of each conponent of the paraneter val ue.

(d) Detailed description of the intended use of this paramneter
type, and an indication of whether, and under what
circunstances, nultiple instances of this paraneter type may
be found within the sane nmessage type.

7.2.4. Defined Val ues

This section lists the values defined in this docunment that should be
included in the Signaling User Adaptation Layer registry
(sigtran-adapt).

The foll owing values for Message Cass are defined in this document:

Val ue
(decimal) Message d ass

11 M2PA Messages
The foll owi ng val ues for Message Type are defined in this document:

Val ue
(decimal) Message Type
1 User Data
2 Li nk St atus
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