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Abst r act

Thi s docunent provides an overview of Virtual Network Switching
(VNS) .

VNS is a multi-protocol switching architecture that provides COS-
sensitive packet sw tching, reduces the conplexity of operating
protocols |ike PPP and frane relay, provides |ogical networks and

traffic segregation for Virtual Private Networks (VPNs), security and

traffic engineering, enables efficient WAN broadcasti ng and

mul ticasting, and reduces address space requirenents. VNS reduces the

nunber of routing hops over the WAN by swi tchi ng packets based on
| abel s.

VNS has been proven in producti on networks for several years.
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1. Introduction

There are several key problemareas with today’'s w de area backbone
networks that carry LAN traffic: scalability, service
di fferentiation, redundancy, administration, and traffic containnent.

First, scalability is becomi ng a major concern because of the rapid
growm h in bandw dth demand and geographi cal reach. As the size of the
WAN network grows traditional point-to-point and NBMA topol ogi es or
networ k nodel s | ose their perfornmance.

Second, the need to provide several C asses of Service (CoS) has
never been greater. The days of a single "best effort” service are
over and service providers demand ways to differentiate the quality
of the service offered to their clients based on several policies.

Third, the WAN is often carrying mission-critical traffic and | oss of
service is not acceptable. So far, path redundancy has been addressed
inefficiently by requiring additional |inks or VCs.

Fourth, network operators demand easy and sinplified network

admi ni stration. Large NBMA topol ogi es require extensive PVC
provisioning until SVC depl oynment becones nore ubiquitous. For

Poi nt-to-point nodels, | P address space may be used inefficiently and
non-trivial network schemas are required to contain reserved address
space.

Finally, proper segregation of traffic is becoming a nmust. This
requi rement is being addressed today by adding | eased |lines or VCs
used to separate traffic flows based on regions or interest or

pr ot ocol

Nortel’'s Virtual Network Switching (VNS) is a technol ogy that
provides efficient solutions to these chall enges.
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Section 2 provides an overview of VNS. The VNS header is specified in
Section 3. Section 4 describes the VNS | abel distribution nechanism
Section 5 defines how a VNS network can be partitioned into Logica
Net wor ks (LN). Section 6 outlines VNS routing. Section 7 defines both
uni cast and multicast forwarding. Section 8 describes the nmechani sns
used to engineer the traffic. Section 9 defines the COS based

swi tching of VNS. Section 10 provides network nigration scenarios
using VNS. A summary of VNS is provided in Section 11

2. What is VNS?

Virtual Network Switching (VNS) is a CoS-sensitive multi-protoco
| abel switching architecture that reduces or elininates the nunber of
| ayer 3 hops over the WAN by switching traffic based on |abels.

VNS makes a network of point to point |links appear to be a single
LAN (broadcast, multiple access) nedia. The network used by a
particular instance of VNS is called a Logical Network (LN) which is
described in nore detail in Section 5.

In reference to the |1 SO Network Layering Mddel, the Data Link Layer

i s expanded to include VNS network layer. To the | SO Network Layer,
(e.g., IP), VNS is treated as a Data Link Layer.

| Session |
| Transport |
| Network (e.g.. IP) | [ Network WS |
Comea uink T ]
| Physical |\ datalink (e.g., ATM |

Figure 1. 1SO Network Layering Mdel for VNS

In a VNS Network, three separate nodal functions are defined. An

i ngress node, an egress node, and a tandem node. The ingress and
egress nodes define the boundary between an |IP network and the VNS
networ k. Therefore, these nodes run both IP routing and VNS routing.
However, tandem nodes need only run VNS routing.
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A LAN packet is encapsulated in a VNS header as it enters the LN. The
| abel in the header is used to switch the packet across the LN. The
encapsul ati on header contains the identifier of the | ast node (or
egress node) that processes the packet as it traverses the LN. It is
the first node (or ingress node) that decides to which egress node
the packet is sent. Al nodes between the ingress and egress nodes
(known as tandem nodes) deci de i ndependently the best packet
forwarding route to the egress node identified in the packet.

The network | ayer protocols view VNS as a shared broadcast nedia
where the speed to reach any node on the nedia is the same for al
nodes. VNS ensures that traffic destined to other nodes is forwarded
optimally. This transparent view of the VNS neans that all the
details of the network (for example, topology and link states) can be
hi dden fromthe Upper Layer Protocols (e.g. Layer 3 routing
protocol s) and their applications. VNS al so ensures that changes to
topol ogy and link state are hidden

The network | ayer protocol on the ingress node views the network
| ayer protocol on the egress node as its logical and directly
connect ed nei ghbor. This is significant because the network | ayer
protocol s al ways deci de which directly connected nei ghbor shoul d
receive a forwarded packet. The details of the actual topol ogy
supporting the connectionless network are managed entirely by the
Virtual Network Switching and are hidden fromthe network | ayer
protocols. To the network |ayer, VNS sinply appears to be another
Data Link Layer (or nedia), even though VNS is a network |ayer itself
runni ng on top of the actual Data Link Layer (for example, ATM
trunks).

For the ingress node to choose the egress node that provides the best
path to the packet’'s final destination, it nmust have know edge of the
foll ow ng:

- the nodes that can be reached in the network

- the topology of the network that is using the VNS services for
transport across the network (but not necessarily the topol ogy
of the full network)

Thi s know edge i s obtained through the network |ayer routing
mechani sns such as, IP's Open Shortest Path First (OSPF) and Address
Resol ution Protocol (ARP).

Once the network | ayer protocol on the ingress node has decided which
nei ghbor to transmit the packet to, it is the responsibility of VNS
forwarding, a part of VNS, to deliver the packet to that node. Once
the packet arrives at the egress node, the packet is delivered to the
network | ayer protocol, which then forwards it to its ultimate
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desti nati on.

Tandem nodes have no interaction with the network |ayer protocols.
They only require know edge of the VNS network topol ogy. They make
their packet forwardi ng decision on the egress node identifier and
LN identifier carried in the VNS header of the packet.

3. VNS Header

VNS defines a unicast header shown in Figure 2 and a nulticast header
shown in Figure 3.

3 2 1 0
10987654321098765432109876543210
T T R i e e e e o S e SRR R

| TTL | LNN | X] LS-Key | x| DP | CmHdr
B s i S i I i S S S i i
| Protocol Type | Destination Node ldentifier
i i S e S i T S kT o i N
COsS |x x x X| Source Node Identifier
T T e s o o e R ko S NI S R
Net wor k Layer Header (e.g. |P)
/

Dat a |
/

+-

/

T T T T S S e T T i
/

T I e A S T i S S e S i e NUp S S

Figure 2. Unicast VNS Header
The uni cast header includes the follow ng fields:

- Common Header (CmHdr): The common header identifies the packet to
be a VNS encapsul at ed packet.

- Discard Priority: Indicates the | evel of congestion at which the
packet shoul d be discarded. The value of this field is assigned on
the originating node based on policy infornmation (see Section 9).

- Load Spreading Key: indicates the streamto which the packet
bel ongs for the purposes of equal cost nultipath and trunk | oad
spreadi ng (see Section 8).

- LNN: The Logi cal Network Nunber defines the |ogical network the
packet belongs to. This field inis used in conjunction with the
destination node identifier as the VNS switching | abel (see Section
5).
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- TTL: The Time To Live field is used to detect and di scard packets
caught in tenporary routing | oops.

- Destination Node Identifier: This field contains an |ID which
uniquely identifies the destination node. This IDis unique to the
physi cal network not just the LN. In conjunction with the LNN, this
forns a gl obal VNS switching | abel

- Protocol Type: indicates the type of Network |ayer protocol being
carried in the packet. Examples include IP, IPX, and Bridging. If the
packet is a multicast packet then this is indicated in this field.

- Source Node ldentifier: This field contains an |ID which uniquely
identifies the source node (ingress node).

- CoS: The Cass of Service field is used to provide routing class of
service. The COS field also affects the Emission Priority of the
packet in the schedul er (see Section 9).

- Reserved Fields: Al the fields marked with "x" are Reserved.
3 2 1 0
10987654321098765432109876543210
B T s i I S e i S i i S S e S

| TTL | LNN | X] LS-Key | x| DP | CnmHdr
s S S i I S R R e h T Tk e S S S o T S
| PT = Multicast]| Destinati on Node |dentifier

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| COS |[x x x x| Source Node ldentifier

B T s i I S e i S i i S S e S
| Protocol Type |x X X X X X X X| Mul ticast G oup

s i T e S s it ST T e e S e S e o o o I T
| Net wor k Layer Header (e.g. IP)

/ /
B s i S i I i S S S i i
/ Dat a /
e b i T T e T S s S R S e T O i i Tk i RIS S S

Figure 3. Milticast VNS Header
The nmul ticast header shown in Figure 3, includes all the fields of
the uni cast header. In addition, the nulticast header includes the
following fields:

- Multicast Goup: this field is used to identify a sub-group within
the | ogical network that receives the multicast packets.
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- Protocol Type: indicates the type of Network |ayer protocol being
carried in the packet. Exanples include IP, |IPX and Bridging.

4. VNS Label Distribution

Label distribution in VNS is based on a distributed serverless
topol ogy driven approach. Standard ARP or address gleaning is used to
di stribute and map network | ayer addresses to VNS addresses.

A VNS Label is an 6 byte encoding of the LNN and the node ID. VNS
Label s are treated as MAC addresses by the network layer. This neans
that labels are distributed by the sane neans network |layers use to
di stri bute MAC addresses. Thus, VNS |everages existing L2/L3 napping
techni ques and doesn’'t require a separate Label Distribution

Pr ot ocol

5. Logi cal Networks (LNs)

A logical network consists of a subset of the nodes in a network
together with a subset of the trunking facilities that |ink those
nodes. Logi cal networks partition the network into subnetworks that
serve a subset of the overall topol ogy.

Each of the |ogical networks supported on any given node has a
separate routing and forwarding table (built by VNS). Therefore,
routing decisions are based on the resources available to the |ogica
network, not the entire network.

Each instance of VNS will discover all the trunks which are connected
to nei ghbors which support a natching LNN. This provides a huge

admi ni strative saving, since VNS provisioning is on a per-node basis,
not on a per-link basis. VNS provisioning requires only a uni que
node I D and an LNN. Discovery of which trunks support which LNNs is
done at run tinme, relieving admnistrative effort, and allow ng the
LN to dynam cally adapt to topol ogy changes.

Mul tiple Logical Networks provide the follow ng benefits to the
network system

- Logical networks allow service providers to service nultiple
private networks or (Virtual Private Internets) easily over one
net wor k.

- Logi cal networks can be used to linit the inpact of one network
| ayer protocol on the others. This is particularly true for
protocol s that broadcast or nulticast a | arge percentage of either
their control or data packets. This increases the effective
bandwi dth of the trunks and allows the overall network to scale
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better.

- Logical networks allow for the configuration of the network to
nmeet individual community of interest and geographica
subnet wor ki ng needs.

- Routing control traffic has significance only in the |oca
subnetwork that is isolated to that subnetwork.

- Logical networks allow different instances of the sane protoco
to share trunk facilities.

6. VNS Routing

VNS routing is a link state routing system which uses many concepts
simlar to OSPF and PNNI. One of the nobst significant departures from
the others is its ability to calculate shortest path trees for
routing unicast traffic and spanning trees for routing multicast
traffic within a Logi cal Network.

There is only one type of interface that VNS routing supports and
this is known as a VNS link. Alink is a set of trunks that join two
VNS nei ghbor nodes. Each node in a VNS network maintains information
about the state of locally attached links. This information is

fl ooded throughout the network whenever there is a significant change
tothe link's state or attributes (i.e. up/down, speed change,
avai | abl e bandwi dth change).

Each node stores and forwards the link state information received
fromall other nodes. This allows each node to have the same view of
all of the nodes in the network together with all of their link state
information. This data is used to conpute both the shortest path to
reach each node in the Logical Network and a spanning tree for the
Logi cal Network.

Logi cal networks are not bound to a particular trunk or |ink. They
are configured on a node. By default, a link will support a specific
| ogi cal network if the two nodes which it connects both are
configured to support the |ogical network number. This provides a
significant savings in operations over having to configure |ogica
networ ks on links or trunks.

When a link first comes into service, a protocol is run which allows
the two nei ghboring nodes to exchange i nformati on about the | ogica
networ ks they support. This allows the two nodes to determine if the
links are to be considered as a locally attached link for a |ogica
net wor k.
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7. VNS Forwardi ng

VNS supports two types of forwarding: unicasting and multicasting. In
the first type, the data packet arrives on the ingress node and

uni casting forwards the data packet to a single destination (egress
node). In the second type, the data packet arrives on the ingress
node and multicasting forwards the data packet to all other nodes in
the | ogi cal network.

7.1 Uni cast

When a packet first enters the LAN internetwork, the network |ayer
routing protocol determnes the next hop of the best route for the
packet to reach its final destination. If the best route is through a
VNS Logi cal Network, the network layer routing protocol relies on VNS
forwarding to get the packet to the egress node. A VNS packet header
contai ning the node ID (the unique ID assigned to each node) of the
egress node is added to the front of the packet and VNS forwarding is
i nvoked to deliver the packet. The network layer routing protoco

| earns the egress node ID through an Address Resol ution Protoco

(ARP) for IP and Source Address learning for bridging.

As the packet traverses the LN, routing decisions are nmade to
determ ne the next hop in the route to reach the destination node ID
specified in the VNS header. A forwarding table is built on each node
that assists in naking the routing decision

Each VNS i nstance on each node builds and maintains a forwarding
table for its LN. Each forwarding table has an entry for every node
that is a nmenber of the |ogical network.

7.2 Multicast

In addition to the unicast forwarding function, VNS al so supports a
mul ticast forwarding service for traffic within an LN at the VNS

| ayer. Multicast packets are delivered to all nodes supporting the

| ogi cal network to which the multicast packet bel ongs. The packets
are sent along the branches of a spanning tree that is built by each
node supporting the logical network and is based on a conmon root
node (so that each node’s view of the tree is the sane as ot her
nodes). In other words, multicast packets are sent intelligently,
consum ng a m ni rum of network bandwidth. If the network topology is
stabl e, each node receives each nulticast packet only once.

Mul ticast packets received at any node are not acknow edged. They are

simply forwarded to the specified network |ayer interface and sent to
any ot her nei ghbor nodes on the spanning tree.
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8. Traffic Engi neering

VNS forwardi ng supports two types of traffic engi neering mechani smns:
equal cost multipaths and trunk | oad spreading.

Equal cost nultipaths allows different streans (uni que network | ayer
source and destination address pairings) to be | oad spread between
multiple relatively equal cost paths, through the Logical Network to
the egress node.

Trunk | oad spreadi ng between two nei ghbors can take place when
multiple VNS trunks are defined between nei ghbors. Again, the |oad
spreading is based on network | ayer streans.

8.1 Equal Cost Milti paths

From any point in a |logical network, there may be multiple paths to
reach a specific egress node. If VNS routing determ nes that nore
than one of these paths are of equal cost, VNS packets will be |oad
spread between two of them

Equal cost multipath forwarding is supported not only on ingress
nodes but on tandem nodes as well. Each packet on an ingress node is
tagged with an equal cost nultipath key. This key is acted upon at
the ingress node and stored in the VNS header to be used on tandem
nodes.

The equal cost multipath key is calculated by running an al gorithm
over the source and destination network |ayer addresses. This neans
that, in a stable network, any given streamwi |l always take the sane
path through a Logical Network avoiding the problens that m sordering
woul d ot herw se cause.

8.2 Trunk Load Spreadi ng Bet ween Nei ghbors

VNS allows nultiple trunks to be configured between nei ghboring VNS
nodes. VNS routing considers the aggregate bandw dth of those trunks
to determine the netric between the nodes. Al so, VNS |oad spreads its
traffic amongst those trunks.

As is the case with equal cost multipaths, the trunk | oad spreading
key is calculated on the ingress node froman algorithmrun over the
source and destination network |ayer addresses. The key is then
stored in the VNS header to be used on all tandem nodes through the
Logi cal Network.
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9.

10.

11.

Cl ass of Service

At the ingress to a VNS Network, packets are classified according to
the O ass of Service (Cos) policy settings. The CoS differentiation
is achieved through different Em ssion and Discard priorities. The
semantics of the classification is carried in the VNS | abel (DP and
COS Fields described in Section 3) to be used at the ingress node as
well as all tandem points in the VNS network to affect queuing and
schedul i ng deci si ons.

VNS M gration Strategies

VNS supports several upper |ayer protocols such as IP, IPX and
Bridging. Therefore, it is a multiprotocol |abel swtching
architecture. In addition, VNS is not tied to a particular L2
technology. It runs on cell (e.g., ATM trunks, frame trunks, or a
m xt ure of both.

VNS can be gradually introduced in a network. It can be inpl enented
bet ween swi tching el ements interconnected by point to point |inks.
Each of the switching nodes can run |layer 3 routing sinultaneously

wi th packet switching. VNS also allows for the interconnection of VNS
cl ouds through an ATM VC.

Since VNS can run on a m xture of Frame and Cell trunks, it allows
for the graceful migration of the frame links to ATM wi t hout
requiring a conplete i medi ate over haul

Summary
VNS addresses scalability problens in several ways:

1. By a generally distributed desi gn which doesn’t
require a Label Distribution Protocol, or servers of any Kkind.
2. By providing an efficient, distributed multicast mechani sm
3. By allowing adm nistrators to control the size of a
Logi cal Network, limting traffic to a subset of the physica
t opol ogy.
4. By reducing |ayer 3 address space/subnet requirenments in the
WAN whi ch reduces the routing table size.

VNS provi des redundancy transparent to the network | ayer protocol by
managi ng the network of trunks independently of the network | ayer.
VNS wi Il automatically discover any topol ogy changes and re-route
traffic accordingly.
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VNS eases network administration by dynam cally keeping track of

whi ch trunks are available for each LNN. Network adm nistrators
don’t have to configure VNS or network | ayer addresses on a per |ink
basis. Network |ayer addresses only have to be assigned on a per
Logi cal Network basis. For nodes which will only be tandem VNS
nodes, network | ayer addresses aren’'t required at all

Since VNS traffic is constrained within an LNN, adm ni strators have
control of where VNS traffic is allowed to flow

Finally, VNS supports swi tching of several Upper Layer Protocols and
supports several nedia (cell and Frane) or a mxture thereof.
Switching in the core of the WAN renoves the need for routers and

i mproves the performance due to a reduction in the nunber of fields
that need to processed.

12. Security Considerations
Logi cal networks provide a neans of restricting traffic flow for
security purposes. VNS also relies on the inherent security of the L2
nmedi a such as an ATM Virtual Circuit.
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Engl i sh.
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revoked by the Internet Society or its successors or assigns.
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