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Status of this Menp

The intent of this docunent is to provide a conplete discussion of
the protocols and techniques used to transmt OSI CLNS and LLC1
dat agrans (and any associ ated hi gher |evel protocols) on Network
Systens Corporation’s HYPERchannel equi pment. This docunent is

i ntended for network planners and inpl enenters who are already

famliar with the OSI protocol suite and the techniques used to carry

Sl traffic on standard networks such as 802. 3.

This menmo provides information for the Internet community. |t does

not specify an Internet standard. Distribution of this meno is

unl i mted.
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Goal s of this Docunent
In this docunment, we have three nmajor technical objectives:

1. To standardi ze the encapsul ation of LLCl packets over
HYPERchannel . The format will be used for OSI CLNS and for
any other protocols using LLC1 over HYPERchannel. (Note
that if one desires to use the LLCLl/ SNAP conbi nation for
TCP/IP, this is the format to use. This represents an

alternative to the native node for TCP/| P over HYPERchannel ,

allowi ng for sharing the nediumat the LLCL | ayer.)
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2. To describe how nulticast protocols such as ES-IS and |IS-1S shal
operate over HYPERchannel. As a nedium HYPERchannel does not
support either broadcast or multicast. Therefore, specia
techni ques are needed to handl e these protocols. Note that these
techni ques do not allow general nulticast, although any specific
probl em may be sol ved by a generalization of these nethods.

3. To meke use of a standardized "nessage type" field in bytes

8 and 9 of the HYPERchannel network nmessage. To permit better
i nteroperability, NSC maintains a "network protocol registry"
where any interested party may obtain a unique value in byte 8
(or bytes 8 and 9) for their own public, private, commercial or
proprietary protocol. Lists of assigned protocol type nunbers
and their "owners" would be periodically published by NSC and
are available to interested parties.

HYPERchannel Networ k Messages

Unl i ke nost datagram delivery systens, the HYPERchannel network
nessage consists of two parts:

Message Proper

|
I
16- 64 bytes |
|
|
|

Unlimted | ength
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The first part is a nmessage header that can be up to 64 bytes in
length. The first 16 bytes contain information required for the
delivery of the entire nessage, and the remmi nder can be used by

hi gher | evel protocols. The second part of the nmessage, the

"Associ ated Data," can be optionally included with the nessage
proper. |In nost cases (transm ssion over HYPERchannel -50 trunks) the
l ength of the associated data is literally unlinited. Ohers (such
as HYPERchannel -10 or transmission within a | ocal HYPERchannel -50
A400 adapter) limt the size of the Associated Data to 4K bytes. |If
the informati on sent can be contained within the Message Proper, then
the Associ ated Data need not be sent.

HYPERchannel |ower |ink protocols treat nessages with and w thout
Associ ated Data quite differently; "Message only" transm ssions are
sent using abbreviated protocols and can be queued in the receiving
networ k adapter, thus mnimzing the el apsed tine needed to send and
recei ve the nessages. Wen associated data is provided, the
HYPERchannel - 50 adapters free their |ogical resources towards driving
the host interface and coaxial trunks at maxi nrum speed, so that data
can flow through the transmitting channel, the coaxial cable, and the
recei ving channel concurrently. Thus HYPERchannel -50 can approach
the nom nal burst speed of the conmputer host interface when sending

| arge data bl ocks over an extended peri od.

Message Proper Header
The first 16 bytes of the network Message Proper are exam ned by the

network adapters to control delivery of the network nessage. The
nessage format is as foll ows:
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byt e Message Proper

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e eeaa oo +
0 | Trunks to Try | Message Fl ags

| TO trunks | FROMtrunks | | A/ D

oo Fom e e e oo - o e e e e e e e +---+
2 | TO Dommi n # | TO Network # |

S U .
4 | TO Unit # | Logi cal To

| | (port number) |

o e m e e e e e e e e o e m e e e e e e e e e +
6 | From Unit # | Logi cal From |

| | (port number) |

o m e e e e e e e e e Fomm e e e i i e e +
8 | Message type

| 0x0B01

o e m e e e e e e e e o e m e e e e e e e e e +
10 | FROM Domai n # | FROM Net wor k #

U U .
12 | True Unit | age count

SRR SRR .
14 | Header End O f set | Next Header O fset

| (16) | (16) |

o m e e e e e e e e e Fomm e e e i i e e +
16 | LLC1 destination SAP | LLC1 source SAP

| (OXFE for CLNP) | (OXFE for CLNP) |

o e m e e e e e e e e o e m e e e e e e e e e +
18 | LLC1 function code |

| (0x03 for normal data) |Start of upper |ayer protocol

o m e e e e e e e e e + +
20 | frombytes 19-63 of the nessage proper

| and continuing in the associ ated data
| (For OSl this is CLNP, then transport etc.)

Trunks to Try

Consi sts of two four bit nasks indicating which of four possible
HYPERchannel -50 coaxi al data trunks are to be used to transmt the

nessage and to return it. If a bit inthe mask is ON, then the
adapter firmvare will logically ANDit with the mask of installed
trunk interfaces and use the result as a candidate list of

i nterfaces.

Whenever one of the internal "franes" are sent to comrunicate with

Hal pern [ Page 4]



RFC 1223 0CSl and LLC1 on HYPERchannel May 1991

the destination adapter, the transm ssion hardware el ectronically

sel ects the first non-busy trunk out of the list of candidates. Thus
sel ection of a data trunk is best perforned by the adapter itself
rather than by the host. Dedicating trunks to specific applications
only makes sense in very critical real tinme applications such as
streaming data directly from high speed overrunabl e peripherals.

A second Trunk mask is provided for the receiving adapter when it
sends franes back to the transnmitter, as it is possible to build
asymmetric configurations of data trunks where trunk 1 on one box is
connected to the trunk 3 interface of a second. Such configurations
are strongly di scouraged, but the addressing structure supports it if
needed.

The "trunks to try" field is only used by HYPERchannel -50. To assure
maxi mum i nteroperability, a value of OxFF should be placed in this
field to assure delivery over any technology. The newer DX series
units determine the trunk mask on their own, but this fieldis
preserved for use with A series equi pnment.

Message Fl ags

TO

TO

Hal

Contai ns options in nessage delivery. There are several bits defined
by the hardware. However, only the A/D bit will be described here.

QO her bits are used only for special diagnostic or nanagenent
purposes. |If there is a need to set them check the specific Network
Systens manual s on their neanings. |In the absence of such need, al
bits other than A/D shall be set to zero on transm ssion, and not
exam ned upon recei pt of a nmessage.

ASSCOCI ATED DATA PRESENT (A/D) is ONif an Associated Data bl ock
follows the Message Proper. O if only a nmessage proper is present in
the network nessage. The value of this bit is enforced by the
networ k adapter firmare.

Domai n Nunber

This is the nmost significant byte of the four byte hyperchanne
address. It selects an NSC addressi ng domain, anong a set of
domains. |If this and the network nunmber both refer to the | oca
domai n and network, they may be set to O.

Net wor k Nunber
This is the destination network number. It identifies the network
within the sel ected donmain, where the destination unit resides. | f

the destination is in the |ocal donain and network, both the TO
domai n and TO network nunbers nmay be set to zero.
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TO Uni t

Upon arrival at the destination domain and network, this is the unit
nunber of the destination HYPERchannel adapter. The conbination of
Domai n, Network, and Unit uniquely identify a single adapter in a
HYPERchannel network. For conpatibility with existing HYPERchanne
equi prent, when sending a nessage to a destination outside the |oca
donmai n and network, set this byte to 0, and store the actua
destination unit nunber in the True Unit field.

Logi cal To

This field further identifies which process the nessage is intended
for. Wth sone hardware, the bottombits select a machi ne from anong
several . Wen sending a nessage to an N40O, the bottomtwo bits of
this field select which of four attached hosts the nessage is
destined for. Wthin a host, the logical to field selects a
destination process. This is used in conjunction with the Message
Type field to insure that nessages are delivered to the correct

pl ace. The Logical TOfield identifies a process, which then checks
the Message Type to insure that it understands the nmessage. This

al so allows for running two processes, both of which understand the
same protocol

From Uni t

This identifies the Unit nunber fromwhich this nessage was sent.
Logi cal From

This identifies the host and process who originated this nessage.
Message Type

The following two bytes are reserved for NSC. Users have been

encouraged to put a zero in byte 8 and anything at all in byte 9 so
as to not conflict with internal processing of nessages by NSC
firmvare. |In the past, this field has been | oosely defined as

carrying information of interest to NSC equi prent carrying the
nmessage and not as a formal protocol type field. For exanple, an
OXFFOO in bytes 8 and 9 of the nessage will cause the receiving
adapter to | oop back the nessage wi thout delivering it to the
attached host.

NSC now uses both bytes 8 and 9 as a formal "protocol type"

designator. Major protocols will be assigned a unique value in byte
8 that will (anmpbng good citizens) not duplicate a val ue generated by
a different protocol. Mnor protocols will have 16 bit val ues
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assigned to themso that we won't run out when 256 protocols turn up
Any interested party could obtain a protocol nunber or nunbers by
application to NSC. In this docunent, protocol types specific to OS
LLC1 are assigned. Specifically, the sixteen bit value 0x0B01 in
bytes 8 and 9 shall identify LLCl packets.

True Unit

This field is used to handl e addressi ng outside of the |ocal donain
and network. For conpatibility with previous NSC hardware, one nay
not put the destination unit nunber in the TOUnit field if the
destinati on domain or network are not the local ones. In that case,
one puts zero in the TO Unit field, and puts the destination Unit
nunber into the TRUE unit field. NSC Link devices will adjust the
nessage when it arrives at the destination domain and network so that
the destination unit nunmber appears in the TO Unit field.

Age Count

This field serves as a "tinme to live" in that it prevents datagrans
fromendl essly circulating about in an inproperly configured network.
Each tinme a message with this format passes through a bridge, the Age
Count is decrenmented by one. When the result is zero, the nessage is
di scarded by the bridge. Therefore, this byte should be set to 255
when a nessage is originated, and ignored when a nessage i s received.

Next Header O fset and Header End O f set

These fields are used by the hardware to deternmine if any specia
addressing is present. No special addressing forns are permtted in
conjunction with LLCL. Therefore, these fields shall always be set
to 16. Receivers may count on the LLC1 infornmation beginning at
offset 16 in the nessage proper

LLC1 Data

The LLCL Information begins at byte 16 of the nessage, for 3 bytes.
The contains the LLCL destination and source SAPs, followed by the
LLC1 type identifier (usually 03 for unnunbered information.)

Hi gher Layer Protocol Data

Hi gher |ayer protocol information follows imediately after the LLCL
header in the nessage proper, and flows into the associ ated data.

For purposes of this document, this is OSI CLNP, but it may be any
prot ocol which uses LLCL.
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TO Addresses and Open Driver Architecture

Since not all 16 bits of the TO address are used for the physica
delivery of the network nmessage, the remmi nder are considered
"logical" in that their meaning is physically determ ned by host
conputer software or (in cases such as the FIPS data channel) by
hardware in the host interface.

Si nce HYPERchannel is and will be used to support a large variety of
general and special purpose protocols, it is desirable that severa

i ndependent protocol servers be able to independently share the
HYPERchannel network interface. The inplenentation of nany of NSC s
device drivers as well as those of other parties (such as Cray
Research) support this service. Each protocol server that wi shes to
send or receive HYPERchannel network nessages logically connects to a
HYPERchannel device driver by specifying the conplete 16 bit TO
address it will own in the sense that any network nessage with that
TO address will be delivered to that protocol server.

The logical TOfield serves a function simlar to the TYPE byte in
the Ethernet nessage header, but differs fromit in that the wi dth of
the logical TOfield varies fromhost to host, and that no val ues of
the | ogical TO address are reserved for particular protocols. On the
other hand, it is possible to have several "identical" protocols
(such as two i ndependent copies of OSI with different HYPERchanne
addresses) sharing the sane physical HYPERchannel interface. This
makes NSC s addressi ng approach identical to the OSI concept that the
protocol server to reach is enbedded within the address, rather than
the I P notion of addressing a "host"” and identifying a server through
a message type.

Si nce the HYPERchannel header al so has a "nessage type" field, there
is sone anbiguity concerning the respective roles of the nessage type
and | ogical TO fields:

o] The logical TOfield is always used to identify the protocol server

which will receive the nessage. Once a server has specified the
conpl ete TO address for the nessages it wishes to receive, the
nmessage will not be delivered to a different protocol server

regardl ess of the contents of the nessage type field.

o] Al t hough the type field cannot change the protocol server at the
final destination of the nessage, the type field can be used by
i nternedi ate processes on the network to process the nessage
before it reaches the server destination. An obvi ous exanpl e
is the OXFFOO nessage | oopback type function, where network
processing to | oop back the nessage results in nondelivery to
the TO address. |In the future, internediate nodes nmay process
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in transit nmessages based on the nessage type only for purposes
such as security validation, aging of certain datagrans, and
net wor k nmanagenent .

Br oadcasti ng

NSC nmessage forwardi ng protocols use low level link protocols to
negotiate transm ssion of a nessage to its next destination on the
network. Furthernmore, NSC network boxes often fan out so that

several hosts share the same network transm ssion equipnent as in the
A400 adapter. Both these characteristics nean that providing a
genui ne broadcast capability is not a trivial task, and in fact no
NSC t echnol ogy supports a broadcast capability.

However, the OSI ES-1S and 1S-1S protocols require a broadcast
capability to operate. Therefore, in order to support these
protocol s, sone form of broadcast emrul ati on nust be used.

ES-IS

The End Systemto Intermediate Systemrouting protocol is used by end
systens to decide where to send packets. In the specified protocol
mul ticast nessages are used so that end systens |earn about

i nternedi ate systens, and internediate systens | earn about end
systens. End systens normally then transnmit any packets, whose
correct mac destination is unknown, to a randominternedi ate system
whi ch then forwards the packet and tells the originator where to send
future packets.

There are two situations which are distinct but related for support
of this protocol over HYPERchannel. These are distingui shed by
whet her or not there are any real internediate systens on the
HYPERchannel network.

ES-1Swith Intermedi ate Systens

If there are one or nore internedi ate systens on the HYPERchannel
then the behavior is sinply to enulate multicast.

END SYSTEM SUPPORT Each end systemis profiled with a list of

i nternedi ate systens on the HYPERchannel. It is desirable but not
necessary that this list be conplete, as the future support for
IS-1Swll forward the necessary information to all the
intermedi ate systens. G ven the profiled |ist, whenever the end
system wi shes to originate an ESH packet (End SystemHello), it
wi Il send individual copies to each internmedi ate systemit knows
about .
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On nost systens, these individual packets should be spaced out in
time so as not to interfere with the normal transm ssion of OS
and ot her HYPERchannel nessages. For end systenms, an inter-packet
time of 0.1 seconds is probably appropriate.

Note that if the End Systemreceives | SH packets (Internediate
System Hell o) froman IS on HYPERchannel not in its static |ist,

it should add that to the list of systens it will send ESH packets
to. The address of the new internmedi ate system shoul d be
renmenbered for the holding time in the ISH just as with the
normal operation of ES-1S.

| NTERVEDI ATE SYSTEMS I nternedi ate systens on the HYPERchanne
shall also be profiled with the addresses of all the other

i ntermedi ate systens on the HYPERchannel. This list is used here
and in the IS-1S protocol. For the 1S 1S protocol operation, it
is inmportant that the list be conplete.

The list of internediate systens is used, with ES-I1S, by an
internediate systemonly in that it probably is also an end
system As such, it rmust send ESH packets to all the other

i nternedi ate systens. (The presunption that an IS is also an ES
is driven by the long termrequirenents for network nanagenent.
If you have an upper |ayer stack, such as is required for CMP,
you are an end system)

Each internediate systemwi |l keep a list of the end systens it
knows about. These are the systens it has received ESH packets
from \Whenever the IS sends | SH packets, it sends them

individually to each ES it has heard from |In addition, it sends
the 1SH to any end systens which it believes, on the basis of IS
I'S or other nmethods, are on the HYPERchannel

Note that these packets must al so be spread out in time to avoid
causi ng congestion. However, given that the nunmber of these is
nmuch hi gher than the nunber generated by End Systens, the tine
bet ween transni ssions should be selected by the IS devel oper to
fit the sustainable I/Orates of the system Make sure you can
get at the very least one, and preferably two or three, usefu
packets in between each | SH copy being sent.

ES-1S without an Internedi ate System

When there is no internmedi ate system one or nore systens nust
serve as address nmanagers. These are referred to in draft |1SO OS|
docurents as SNARE, for SubNetwork Address Resolution Entities.

END SYSTEM SUPPORT As in the previous case, each end system nust
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be profiled with a list of internediate systens. This |ist nust
contain all of the systems which will be serving as address
managers on this network. The reason for this is that, since the
address managers are not true intermedi ate systems, they are not

running 1S-1S and will not be exchanging lists of end systens they
know about. There nay well be several systens for redundancy and
reliability.

SNARE The systens sel ected as address nanagers must appear, to the
ot her end systens, as internmediate systenms. This means that each
one nust send out |SH packets to all the end systens which it
hears from Each of these systens nust record all the information
fromthe ESH packets they receive. Wen a packet for an End
Systemis received at a SNARE, it nust behave as an IS
Specifically, it nust forward the packet to the correct
destination end system and send a redirect nmessage back to the
originator, informng the originator of the correct SNPA
(HYPERchannel address) for the end system

Note that these systens are certainly end systens as well, and
nmust send ESH packets to all the intermedi ate systems on the IS
[ist, which must be conplete.

ES- 1S FORMAT SPECI FI CATI ON

Al ES-1S PDUS shall be formatted as specified in | SO 9542. They
are then sent using LLCl and the encapsul ation specified earlier
in this document for transmitting LLCL over HYPERchannel

RD PDUS When generating Redirect pdus, which contain HYPERchanne
SNPAs (addresses), the SNPA shall be represented in four bytes.
This shall be used even on a snall HYPERchannel network containing
only one domain and one network nunber.

QC FUNCTI ON There is no support for the ES-1S query configuration
capabi lity when using HYPERchannel. All systens nust have at

| east one configured internediate system which shall be either a
true I'S or a SNARE.

SIS
The proposed |IS-1S protocol for OSI (DP 10589) when run on a LAN
requi res broadcast capability. Because of the nature of the process
for nom nating the designated 1S on a LAN, and other special features
of this protocol, it is inportant never to partition the set of
i nternedi ate systens on a HYPERchannel network.

The inpl enentation therefore is very sinple. An internedi ate system
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Ref

+1+

+2+

Sec

Aut

Hal

on HYPERchannel runs the IS 1S protocol directly. However, when it
goes to send a nessage, it consults the profiled Iist of all level 1
I Ss on the HYPERchannel or of all level 2 ISs on the HYPERchannel
and then sends individual copies of the message to each destination.
This multiple transm ssion should be transparent to the IS 1S
protocol itself.

Note that as with ES-1S on an internediate system it is inportant to
space out the individual nessage transnissions. On nost networKks,
spacing of 0.1 seconds will work well.

erences

SO 1S 9542 - End systemto internmediate systemrouting
exchange protoco

| SO DP 10589 - Internediate systemto Intermedi ate system
I nfra-Domai n routi ng exchange protoco

urity Considerations

Security issues are not discussed in this meno.
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