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Host Mobility with the Host Identity Protocol
Abst r act

Thi s docunent defines a nobility extension to the Host ldentity
Protocol (HIP). Specifically, this docunment defines a "LOCATOR SET"
paraneter for H P nessages that allows for a H P host to notify peers
about alternate addresses at which it nmay be reached. This docunent
al so defines how the paraneter can be used to preserve conmuni cations
across a change to the I P address used by one or both peer hosts.

The sane LOCATOR_SET paraneter can al so be used to support end-host
mul ti homi ng (as specified in RFC 8047). This docunent obsol etes RFC
5206.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc8046.
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1. Introduction and Scope

The Host ldentity Protocol (H P) [RFC7401] supports an architecture
that decouples the transport |ayer (TCP, UDP, etc.) fromthe

i nternetworking |ayer (I1Pv4 and |1 Pv6) by using public/private key
pairs, instead of |P addresses, as host identities. Wen a host uses
H P, the overlying protocol sublayers (e.g., transport-|layer sockets
and Encapsul ating Security Payl oad (ESP) Security Associations (SAs))
are instead bound to representations of these host identities, and
the I P addresses are only used for packet forwarding. However, each
host needs to al so know at | east one |IP address at which its peers
are reachable. Initially, these |IP addresses are the ones used
during the H P base exchange.

One consequence of such a decoupling is that new solutions to
networ k-l ayer nmobility and host multihonming are possible. There are
potentially many variations of nobility and nulti hom ng possi bl e.

The scope of this docunent enconpasses nessagi ng and el enents of
procedure for basic network-level host nobility, |eaving nore
conplicated nobility scenarios, multihonm ng, and other variations for
further study. Mre specifically, the following are in scope:

Thi s docunent defines a LOCATOR SET paraneter for use in HP
nmessages. The LOCATOR SET paraneter allows a H P host to notify a
peer about alternate locators at which it is reachable. The

| ocators may be nmerely | P addresses, or they may have additiona
mul ti pl exi ng and denul tipl exing context to aid with the packet
handling in the | ower layers. For instance, an |P address my
need to be paired with an ESP Security Paranmeter Index (SPlI) so
that packets are sent on the correct SA for a given address.

Thi s docunent al so specifies the nmessaging and el enents of
procedure for end-host nobility of a HP host. |In particular
nmessage flows to enabl e successful host nmobility, including
address verification methods, are defined herein

The H P rendezvous server (RVS) [ RFC8004] can be used to manage
si mul taneous mobility of both hosts, initial reachability of a
nobi | e host, location privacy, and some nodes of NAT traversal
Use of the HHP RVS to manage the simultaneous nmobility of both
hosts is specified herein
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The foll owi ng topics are out of scope:

Wil e the same LOCATOR _SET paraneter supports host multihomni ng
(simultaneous use of a nunber of addresses), procedures for host
mul ti homi ng are out of scope and are specified in [ RFC8047].

While H P can potentially be used with transports other than the
ESP transport format [RFC7402], this docunent |argely assunes the
use of ESP and | eaves other transport formats for further study.

We do not consider localized nobility managenent extensions (i.e.
nobi l ity managenent techni ques that do not involve directly
signaling the correspondent node); this docunent is concerned wth
end-to-end nobility.

Finally, making underlying IP nobility transparent to the
transport layer has inplications on the proper response of
transport congestion control, path MIU sel ection, and Quality of
Service (QS). Transport-layer nmobility triggers, and the proper
transport response to a HP nobility or nultihom ng address
change, are outside the scope of this docunent.

The main sections of this docunent are organi zed as foll ows.
Section 3 provides a summary overvi ew of operations, scenarios, and
ot her considerations. Section 4 specifies the nmessaging paraneter
syntax. Section 5 specifies the processing rules for nmessages.
Section 6 describes security considerations for this specification

2. Term nol ogy and Conventi ons

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

LOCATOR_SET. A HI P parameter containing zero or nore Locator fields.

locator. A nane that controls how the packet is routed through the
network and demnul tipl exed by the end host. It nay include a
concatenation of traditional network addresses such as an | Pv6
address and end-to-end identifiers such as an ESP SPI. It nmay
al so include transport port nunbers or |IPv6 Flow Labels as
denul ti pl exing context, or it may sinply be a network address.

Locator. Wen capitalized in the mddle of a sentence, this term

refers to the encoding of a locator within the LOCATOR_SET
parameter (i.e., the 'Locator’ field of the paraneter).
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Address. A name that denotes a point of attachnent to the network.
The two nost common exanpl es are an | Pv4 address and an | Pv6
address. The set of possible addresses is a subset of the set of
possi bl e | ocat ors.

Preferred |locator. A locator on which a host prefers to receive
data. Certain locators are | abeled as preferred when a host
advertises its locator set to its peer. By default, the |ocators
used in the H P base exchange are the preferred locators. The use
of preferred | ocators, including the scenario where nultiple
address scopes and famlies may be in use, is defined nore in
[ RFC8047] than in this docunent.

Credit-Based Authorization (CBA). A nechanismallowi ng a host to

send a certain ampunt of data to a peer’s newy announced | ocat or
before the result of mandatory address verification is known.
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3. Protocol Mode

This section is an overview, a nore detail ed specification follows
this section.

3.1. Qperating Environnent

H P [ RFC7401] is a key establishnent and paraneter negotiation
protocol. Its primary applications are for authenticating host
nmessages based on host identities and establishing SAs for the ESP
transport format [RFC7402] and possibly other protocols in the

future.

o e e e e + o e e e e +
| | | |
| B RS + | | B RS + |
| Key | HI P | Key |
| | Management | <-+----------------o-o---- +-> | Managenent | |
| | Process | | | | Process | |
| e + | | e +

| A | | A |
| | | | | |
| v | | v |
| S + | | S + |
| | | Psec | | ESP | | | Psec | |
| | St ack R L +-> | St ack | |
| | | |
| B RS + | | B RS + |
| | | |
| o | | |
| Initiator | | Responder |
o e e e e + o e e e e +

Figure 1: H P Depl oynment Mode

The general depl oynment nodel for H P is shown above, assum ng
operation in an end-to-end fashion. This docunent specifies an
extension to HP to enable end-host nobility. |In summary, these
extensions to the H P base protocol enable the signaling of new
addressing information to the peer in H P nessages. The nmessages are
aut henticated via a signature or keyed Hash Message Aut hentication
Code (HMAC) based on its Host Identity (H'). This docunent specifies
the format of this new addressi ng (LOCATOR SET) paraneter, the
procedures for sending and processing this paraneter to enable basic
host nobility, and procedures for a concurrent address verification
mechani sm
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| TCP | (sockets bound to HITs)
---[ .....
IS |ESP| {HT.s, HT.d} <> SPI
T
|-;v;-|-|-> |HIP| {HT.s, HTd, SPI} <->{IP.s, IP.d, SPI}
- ___i _____
B

Figure 2: Architecture for H P Host Mbility and Miltihom ng

Figure 2 depicts a |layered architectural view of a H P-enabl ed stack
using the ESP transport format. |In H P, upper-I|ayer protocols
(including TCP and ESP in this figure) are bound to Host ldentity
Tags (HI Ts) and not | P addresses. The H P sublayer is responsible
for maintaining the binding between H Ts and | P addresses. The SP

is used to associate an incom ng packet with the right H Ts. The

bl ock | abel ed "MH' corresponds to the function that nanages the

bi ndings at the ESP and H P subl ayers for nmobility (specified in this
document) and nul ti honming (specified in [ RFC3047]).

Consider first the case in which there is no nmobility or multihom ng
as specified in the base protocol specification [RFC7401]. The H P
base exchange establishes the H Ts in use between the hosts, the SPIs
to use for ESP, and the I P addresses (used in both the H P signaling
packets and ESP data packets). Note that there can only be one such
set of bindings in the outbound direction for any given packet, and
the only fields used for the binding at the H P | ayer are the fields
exposed by ESP (the SPI and H Ts). For the inbound direction, the
SPlI is all that is required to find the right host context. ESP
rekeyi ng events change the mapping between the H T pair and SPI, but
do not change the | P addresses.

Consi der next a nmobility event, in which a host noves to another |IP
address. Two things need to occur in this case. First, the peer
needs to be notified of the address change using a H P UPDATE
nessage. Second, each host needs to change its |ocal bindings at the
H P subl ayer (new | P addresses). It may be that both the SPIs and IP
addresses are changed simultaneously in a single UPDATE, the protoco
descri bed herein supports this. Although internal notification of
transport-layer protocols regarding the path change (e.g., to reset
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congestion control variables) my be desired, this specification does
not address such internal notification. |In addition, elements of
procedure for traversing network address translators (NATs) and
firewalls, including NATs and firewalls that nay understand H P, may
conplicate the above basic scenario and are not covered by this
docunent .

3.1.1. Locat or

Thi s docunent defines a generalization of an address called a
"locator”. A locator specifies a point of attachnent to the network
but may al so include additional end-to-end tunneling or a per-host
denul ti pl exi ng context that affects how packets are handl ed bel ow t he
| ogi cal HI P sublayer of the stack. This generalization is usefu
because | P addresses al one may not be sufficient to describe how
packets shoul d be handl ed bel ow H P. For example, in a host

mul ti homi ng context, certain |IP addresses may need to be associ ated
with certain ESP SPIs to avoid violating the ESP anti-replay w ndow.
Addresses may al so be affiliated with transport ports in certain
tunneling scenarios. Locators may sinply be traditional network
addresses. The format of the Locator fields in the LOCATOR_SET
parameter is defined in Section 4.

3.1.2. Mobility Overview

When a host noves to another address, it notifies its peer of the new
address by sending a H P UPDATE packet containing a single
LOCATOR_SET parameter and a single ESP_I NFO paraneter. This UPDATE
packet is acknow edged by the peer. For reliability in the presence
of packet |oss, the UPDATE packet is retransmtted as defined in the
H P specification [ RFC7401]. The peer can authenticate the contents
of the UPDATE packet based on the signature and keyed hash of the
packet .

VWhen using the ESP transport format [RFC7402], the host may, at the
sane tinme, decide to rekey its security association and possibly
generate a new Diffie-Hell man key; all of these actions are triggered
by including additional paraneters in the UPDATE packet, as defined
in the base protocol specification [RFC7401] and ESP ext ension

[ RFC7402] .

When using ESP (and possibly other transport nodes in the future),
the host is able to receive packets that are protected using a Hl P-
created ESP SA from any address. Thus, a host can change its IP
address and continue to send packets to its peers w thout necessarily
rekeyi ng. However, the peers are not able to send packets to these
new addresses before they can reliably and securely update the set of
addresses that they associate with the sending host. Furthernore,
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nobility may change the path characteristics in such a manner that
reordering occurs and packets fall outside the ESP anti-replay w ndow
for the SA, thereby requiring rekeying.

3.2. Protocol Overview

In this section, we briefly introduce a nunber of usage scenarios for
H P host nobility. These scenarios assune that HI P is being used
with the ESP transform [ RFC7402], although other scenarios may be
defined in the future. To understand these usage scenarios, the
reader should be at least minimally famliar with the HP
specification [ RFC7401] and with the use of ESP with H P [ RFC7402].
According to these specifications, the data traffic in a H P session
is protected with ESP, and the ESP SPI acts as an index to the right
host-to-host context. Mre specification details are found later in
Sections 4 and 5.

The scenari os bel ow assune that the two hosts have conpleted a single
H P base exchange with each other. Therefore, both of the hosts have
one incom ng and one outgoing SA. Further, each SA uses the sane
pair of |P addresses, which are the ones used in the base exchange.

The readdressing protocol is an asynmetric protocol where a nobile
host inforns a peer host about changes of | P addresses on affected
SPlIs. The readdressing exchange is designed to be piggybacked on
exi sting H P exchanges. In support of mobility, the LOCATOR SET
paraneter is carried in UPDATE packets.

The scenari os bel ow at tinmes descri be addresses as being in either an
ACTI VE, UNVERI FI ED, or DEPRECATED state. Fromthe perspective of a
host, newy | earned addresses of the peer need to be verified before
put into active service, and addresses renoved by the peer are put
into a deprecated state. Under linited conditions described bel ow
(Section 5.6), an UNVERI FI ED address may be used. The addressing
states are defined nore formally in Section 5. 1.

Hosts that use link-local addresses as source addresses in their HP
handshakes may not be reachable by a nobile peer. Such hosts SHOULD
provide a globally routable address either in the initial handshake
or via the LOCATOR SET paraneter.

3.2.1. Mobility with a Single SA Pair (No Rekeying)

A mobi |l e host sonetinmes needs to change an | P address bound to an
interface. The change of an |IP address m ght be needed due to a
change in the advertised | Pv6 prefixes on the |ink, a reconnected PPP
link, a new DHCP | ease, or an actual novenent to another subnet. In
order to maintain its comuni cati on context, the host needs to inform
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its peers about the new | P address. This first exanple considers the
case in which the nobile host has only one interface, one | P address
in use within the H P session, a single pair of SAs (one inbound, one
out bound), and no rekeying occurring on the SAs. W also assune that
the new I P addresses are within the same address famly (I1Pv4 or

| Pv6) as the previous address. This is the sinplest scenario,
depicted in Figure 3. Note that the conventions for nessage
paranmeter notations in figures (use of parentheses and brackets) is
defined in Section 2.2 of [RFC7401].

Mobi | e Host Peer Host

UPDATE( ESP_I NFO, LOCATOR SET, SEQ

Figure 3. Readdress without Rekeying but with Address Check
The steps of the packet processing are as foll ows:

1. The nobile host may be di sconnected fromthe peer host for a
brief period of tine while it switches fromone |IP address to
another; this case is sometimes referred to in the literature as
a "break-before-make" case. The host nmay al so obtain its new I P
address before losing the old one ("nake-before-break" case). In
ei t her case, upon obtaining a new | P address, the nobile host
sends a LOCATOR SET paraneter to the peer host in an UPDATE
nessage. The UPDATE nessage al so contains an ESP_|I NFO par anet er
contai ning the values of the old and new SPIs for a security
association. In this case, both the OLD SPI and NEW SPI
parameters are set to the value of the preexisting inconing SPI
this ESP_I NFO does not trigger a rekeying event but is instead
i ncl uded for possible paraneter-inspecting firewalls on the path
([ RFC5207] specifies some such firewall scenarios in which the
H P-aware firewall may want to associate ESP fl ows to host
identities). The LOCATOR SET paraneter contains the new I P
address (enbedded in a Locator Type of "1", defined below) and a
lifetime associated with the locator. The nobile host waits for
this UPDATE to be acknow edged, and retransmts if necessary, as
specified in the base specification [ RFC7401].
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2. The peer host receives the UPDATE, validates it, and updates any
 ocal bindings between the H P association and the nobile host’s
destinati on address. The peer host MJST perform an address
verification by placing a nonce in the ECHO REQUEST par amneter of
the UPDATE nessage sent back to the nobile host. It also
i ncl udes an ESP_I NFO paraneter with both the OLD SPI and NEW SP
paranmeters set to the value of the preexisting incomng SPI and
sends this UPDATE (with piggybacked acknow edgnent) to the nobile
host at its new address. This UPDATE al so acknow edges the
nmobi | e host’ s UPDATE that triggered the exchange. The peer host
waits for its UPDATE to be acknow edged, and retransmts if
necessary, as specified in the base specification [RFC7401]. The
peer MAY use the new address imediately, but it MUST linmt the
amount of data it sends to the address until address verification
conpl et es.

3. The nobile host conpletes the readdress by processing the UPDATE
ACK and echoi ng the nonce in an ECHO RESPONSE, containing the ACK
of the peer’s UPDATE. This UPDATE is not protected by a
retransm ssion timer because it does not contain a SEQ paraneter
requesti ng acknow edgnent. Once the peer host receives this
ECHO RESPONSE, it considers the new address to be verified and
can put the address into full use.

Wil e the peer host is verifying the new address, the new address is
marked as UNVERIFIED (in the interim, and the old address is
DEPRECATED. Once the peer host has received a correct reply to its
UPDATE chal I enge, it marks the new address as ACTIVE and renoves the
ol d address.

3.2.2. Mobility with a Single SA Pair (Mbile-Initiated Rekey)

The nobile host may decide to rekey the SAs at the sane tine that it
notifies the peer of the new address. In this case, the above
procedure described in Figure 3 is slightly nodified. The UPDATE
nessage sent fromthe nobile host includes an ESP_ INFO with the QLD
SPlI set to the previous SPI, the NEWSPI set to the desired new SP
val ue for the incom ng SA, and the KEYMAT |Index desired. Optionally,
the host may include a DI FFl E_HELLMAN parameter for a new Diffie-
Hel | man key. The peer conpletes the request for a rekey as is
normal Iy done for H P rekeying, except that the new address is kept
as UNVERI FIED until the UPDATE nonce chal l enge is received as

descri bed above. Figure 4 illustrates this scenario.
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Mobi | e Host Peer Host
UPDATE( ESP_I NFO, LOCATOR_SET, SEQ [ DI FFI E_HELLMAN])

UPDATE( ESP_I NFO, SEQ, ACK, [D FFI E_HELLMAN,] ECHO REQUEST)

Figure 4: Readdress with Mbile-Initiated Rekey
3.2.3. Mobility Messaging through the Rendezvous Server

Section 6.11 of [RFC7401] specifies procedures for sending H P UPDATE
packets. The UPDATE packets are protected by a tiner subject to
exponenti al backoff and resent UPDATE RETRY MAX times. It may be,
however, that the peer is itself in the process of noving when the

| ocal host is trying to update the | P address bindings of the HP
association. This is sonetines called the "doubl e-junmp" nobility
probl em each host’s UPDATE packets are simultaneously sent to a
stal e address of the peer, and the hosts are no | onger reachable from
one anot her.

The H P Rendezvous Extension [ RFC8004] specifies a rendezvous service
that permts the 11 packet fromthe base exchange to be relayed from
a stable or well-known public IP address location to the current IP
address of the host. It is possible to support double-junp mobility
with this rendezvous service if the follow ng extensions to the

speci fications of [RFC8004] and [ RFC7401] are foll owed.

1. The nobile host sending an UPDATE to the peer, and not receiving
an ACK, MAY resend the UPDATE to an RVS of the peer, if such a
server is known. The host MAY try the RVS of the peer up to
UPDATE_RETRY_MAX times as specified in [ RFC7401]. The host MAY
try to use the peer’s RVS before it has tried UPDATE RETRY_MAX
times to the last working address (i.e., the RVS MAY be tried in
parallel with retries to the | ast working address). The
aggressi veness of a host replicating its UPDATEs to nultiple
destinations, to try candidates in parallel instead of serially,
is a policy choice outside of this specification

2.  An RVS supporting the UPDATE forwardi ng extensions specified
herein MJST nodify the UPDATE in the sane manner as it nodifies
the 11 packet before forwarding. Specifically, it MIJST rewite
the I P header source and destination addresses, reconpute the IP
header checksum and include the FROM and RVS _HMAC par anet ers.

Hender son, et al. St andards Track [ Page 13]



RFC 8046 H P Host Mobility February 2017

3.

3.

3.

2.

3.

3.

3. A host receiving an UPDATE packet MJUST be prepared to process the
FROM and RVS HMAC paraneters and MJST include a VIA RVS paraneter
in the UPDATE reply that contains the ACK of the UPDATE SEQ

4. An Initiator receiving a VIA RVS in the UPDATE reply shoul d
initiate address reachability tests (described later in this
docunent) towards the end host’s address and not towards the
address included in the VIA RVS

This scenario requires that hosts using RVSs al so take steps to
update their current address bindings with their RVS upon a nobility
event. [RFC8004] does not specify how to update the RVS with a
client host’s new address. Section 3.2 of [RFCB003] describes how a
host may send a REG REQUEST in either an |12 packet (if there is no
active association) or an UPDATE packet (if such association exists).
According to procedures described in [RFC8003], if a mobile host has
an active registration, it may use nobility updates specified herein
within the context of that association, to readdress the association

4. Network Renunbering

It is expected that 1 Pv6 networks will be renumbered nuch nore often
than nost | Pv4 networks. From an end-host point of view, network
renunbering is simlar to nobility, and procedures described herein
al so apply to notify a peer of a changed address.

O her Consi derations
1. Address Verification

When a H P host receives a set of locators fromanother H P host in a
LOCATOR_SET, it does not necessarily know whether the other host is
actually reachable at the clained addresses. In fact, a malicious
peer host may be intentionally giving bogus addresses in order to
cause a packet flood towards the target addresses [RFC4225].
Therefore, the H P host needs to first check that the peer is
reachabl e at the new address.

Address verification is inplenented by the chall enger sending some

pi ece of unguessable information to the new address and waiting for
some acknow edgment fromthe Responder that indicates reception of
the information at the new address. This may include the exchange of
a nonce or the generation of a new SPI and observati on of data
arriving on the new SPI. Mrre details are found in Section 5.4 of
thi s docunent.
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An additional potential benefit of performng address verification is
to allow NATs and firewalls in the network along the new path to
obtain the peer host’s inbound SPI

3.3.2. Credit-Based Authorization

CBA allows a host to securely use a new | ocator even though the
peer’s reachability at the address enbedded in the | ocator has not
yet been verified. This is acconplished based on the follow ng three
hypot heses:

1. A flooding attacker typically seeks to sonmehow multiply the
packets it generates for the purpose of its attack because
bandwi dth is an ample resource for many victimns.

2. An attacker can often cause unanplified flooding by sending
packets to its victim either by directly addressing the victim
in the packets or by guiding the packets along a specific path by
neans of an | Pv6 Routing header, if Routing headers are not
filtered by firewalls.

3. Consequently, the additional effort required to set up a
redirection-based fl ooding attack (w thout CBA and return
routability checks) would pay off for the attacker only if
anplification could be obtained this way.

On this basis, rather than eliminating nalicious packet redirection
inthe first place, CBA prevents anplifications. This is
acconplished by limting the data a host can send to an unverified
address of a peer by the data recently received fromthat peer.

Redi recti on-based fl ooding attacks thus becone | ess attractive than
for exanple, pure direct flooding, where the attacker itself sends
bogus packets to the victim

Figure 5 illustrates CBA: Host B neasures the anpbunt of data recently
recei ved from peer A and, when A readdresses, sends packets to A's
new, unverified address as |ong as the sum of the packet sizes does
not exceed the nmeasured, received data volunme. Wen insufficient
credit is left, B stops sending further packets to A until A's
address becones ACTIVE. The address changes may be due to nobility,
mul ti hom ng, or any other reason. Not shown in Figure 5 are the
results of credit aging (Section 5.6.2), a mechanismused to danpen
possi bl e time-shifting attacks.
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S SRR + S SRR +
A B |
- + - +
| |
address |--------------“"-"---“"------------ >| credit += size(packet)
ACTI VE | |

R e L P >| credit += size(packet)
SRR R T T | do not change credit

+ addr ess change
+ address verification starts |

address | <------mmmmi i | credit -= size(packet)
UNVERI FIED |---------mmmmm e e e o - - >| credit += size(packet)
IR L R | credit -= size(packet)

|
i | credit -= size(packet)

X credit < size(packet)
| => do not send packet!
|

address | |

ACTIVE | <----mmmmmm e e e - - | do not change credit

Fi gure 5: Readdressing Scenario

Thi s docunent does not specify howto set the credit limt value, but
the goal is to allow data transfers to proceed w thout much
interruption while the new address is verified. A sinmple heuristic
to acconplish this, if the sender knows roughly its round-trip tine
(RTT) and current sending rate to the host, is to all ow enough credit
to support nmintaining the sending rate for a duration correspondi ng
to two or three RTTs.

3.3.3. Preferred Locator

When a host has nultiple locators, the peer host needs to decide
which to use for outbound packets. It nay be that a host woul d
prefer to receive data on a particular inbound interface. H P allows
a particular locator to be designated as a preferred | ocator and
conmuni cated to the peer (see Section 4).

4. LOCATOR_SET Paraneter For mat

The LOCATOR _SET paraneter has a type number value that is considered
to be a "critical parameter" as per the definition in [ RFC7401]; such
par amet er types MJST be recogni zed and processed by the recipient.
The paraneter consists of the standard H P paranmeter Type and Length
fields, plus zero or nore Locator sub-paraneters. Each Locator sub-
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paraneter contains a Traffic Type, Locator Type, Locator Length,
preferred |ocator bit ("P" bit), Locator Lifetine, and a Locator
encodi ng. A LOCATOR_SET containing zero Locator fields is pernmtted
but has the effect of deprecating all addresses.

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Type | Lengt h |
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Traffic Type | Locator Type | Locator Length | Reserved | P

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| Locator Lifetine

B ik o T e S S T ks e i S R T I e e S S e el ST S TR S e
| Locat or |
B e i s T i et s T ol T S S S N SR S S S
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Traffic Type | Locator Type | Locator Length | Reserved | P
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
| Locator Lifetine

B ik o T e S S T ks e i S R T I e e S S e el ST S TR S e
| Locat or |
B e i s T i et s T ol T S S S N SR S S S

Figure 6: LOCATOR _SET Paraneter Format
Type: 193

Length: Length in octets, excluding Type and Length fields, and
excl udi ng paddi ng.

Traffic Type: Defines whether the |ocator pertains to H P signaling,
user data, or both.

Locator Type: Defines the semantics of the Locator field.
Locator Length: Defines the Iength of the Locator field, in units of

4-byte words (Locators up to a maxi num of 4*255 octets are
supported).
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Reserved: Zero when sent, ignored when received.

P: Preferred locator. Set to one if the locator is preferred for
that Traffic Type; otherw se, set to zero.

Locator Lifetime: Lifetime of the |locator, in seconds.

Locator: The | ocator whose semantics and encodi ng are indicated by
the Locator Type field. Al sub-fields of the Locator field are
integral multiples of four octets in |ength.

The Locator Lifetinme (lifetinme) indicates how |l ong the follow ng

| ocator is expected to be valid. The lifetine is expressed in
seconds. Each | ocator MJST have a non-zero lifetinme. The address is
expected to becone deprecated when the specified nunber of seconds
has passed since the reception of the message. A deprecated address
SHOULD NOT be used as a destination address if an alternate
(non-deprecated) is available and has sufficient address scope.

4.1. Traffic Type and Preferred Locator
The following Traffic Type val ues are defined:
0: Both signaling (H P control packets) and user data.
1: Si gnal i ng packets only.
2: Dat a packets only.

The "P" bit, when set, has scope over the corresponding Traffic Type.
That is, when a "P" bit is set for Traffic Type "2", for exanmple, it
neans that the locator is preferred for data packets. |If there is a
conflict (for exanple, if the "P" bit is set for an address of Type
"0" and a different address of Type "2"), the nore specific Traffic
Type rule applies (in this case, "2"). By default, the |IP addresses
used in the base exchange are preferred | ocators for both signaling
and user data, unless a new preferred | ocator supersedes them |If no
| ocators are indicated as preferred for a given Traffic Type, the

i mpl enentati on may use an arbitrary destination | ocator fromthe set
of active locators.
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4.2. Locator Type and Locator

The foll owi ng Locator Type val ues are defined, along with the
associ ated semantics of the Locator field:

0: An IPv6 address or an |Pv4-in-1Pv6 format |Pv4 address [ RFC4291]
(128 bits long). This Locator Type is defined primarily for
non- ESP- based usage.

1: The concatenation of an ESP SPI (first 32 bits) foll owed by an
| Pv6 address or an IPv4-in-1Pv6 format |Pv4 address (an
additional 128 bits). This IP address is defined primarily for
ESP- based usage.

4.3. UPDATE Packet with Included LOCATOR SET

A nunber of conbinations of paraneters in an UPDATE packet are
possible (e.g., see Section 3.2). |In this docunent, procedures are
defined only for the case in which one LOCATOR SET and one ESP_I| NFO
paranmeter are used in any H P packet. Any UPDATE packet that

i ncl udes a LOCATOR_SET paraneter SHOULD i nclude both an HVAC and a
Hl P_SI GNATURE par anet er .

The UPDATE MAY al so include a HOST I D paraneter (which may be usefu
for HP-aware firewalls inspecting the H P nessages for the first
time). |If the UPDATE includes the HOST_ID paraneter, the receiving
host MUST verify that the HOST_ID corresponds to the HOST_I D that was
used to establish the H P association, and the H P_SI GNATURE MJST
verify with the public key associated with this HOST_ I D paraneter.

The rel ati onshi p between the announced Locators and any ESP_I NFO
paranmeters present in the packet is defined in Section 5.2. This
docunent does not support any el enents of procedure for sending nore
than one LOCATOR _SET or ESP_I NFO paraneter in a single UPDATE

5. Processing Rul es
Thi s section describes rules for sending and receiving the
LOCATOR_SET paraneter, testing address reachability, and using CBA on
UNVERI FI ED | ocat ors.

5.1. Locator Data Structure and Status

Each | ocator announced in a LOCATOR SET paraneter is represented by a
pi ece of state that contains the foll ow ng data

o the actual bit pattern representing the |ocator,
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o the lifetime (seconds),

o the status (UNVERI FI ED, ACTIVE, DEPRECATED),

o the Traffic Type scope of the |ocator, and

o whether the locator is preferred for any particul ar scope.

The status is used to track the reachability of the address enbedded
within the LOCATOR_SET paraneter:

UNVERI FI ED: indicates that the reachability of the address has not
been verified yet,

ACTIVE: indicates that the reachability of the address has been
verified and the address has not been deprecated, and

DEPRECATED: indicates that the locator’s lifetinme has expired.
The foll owi ng state changes are all owed:

UNVERI FIED to ACTIVE: The reachability procedure conpl etes
successful ly.

UNVERI FI ED t 0 DEPRECATED: The locator’s lifetinme expires while the
| ocator is UNVERI Fl ED.

ACTI VE to DEPRECATED: The locator’s lifetime expires while the
| ocator is ACTIVE.

ACTI VE to UNVERI FI ED:  There has been no traffic on the address for
sonme time, and the |local policy nmandates that the address
reachability needs to be verified again before starting to use it
agai n.

DEPRECATED to UNVERI FI ED: The host receives a new lifetinme for the
| ocator.

A DEPRECATED address MUST NOT be changed to ACTIVE w t hout first
verifying its reachability.

Note that the state of whether or not a locator is preferred is not
necessarily the sane as the value of the preferred bit in the Locator
sub- paraneter received fromthe peer. Peers may recomend certain

| ocators to be preferred, but the decision on whether to actually use
a locator as a preferred locator is a |ocal decision, possibly

i nfl uenced by | ocal policy.
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In addition to state naintai ned about status and remamining lifetine
for each | ocator |earned fromthe peer, an inplenmentation would
typically maintain simlar state about its own |ocators that have
been offered to the peer

A locator lifetine that is unbounded (does not expire) can be
signified by setting the value of the lifetinme field to the maxi num
(unsi gned) val ue.

Finally, the locators used to establish the H P association are by
default assuned to be the initial preferred | ocators in ACTIVE state,
wi th an unbounded lifetine.

5.2. Sending the LOCATOR_SET

The deci sion of when to send the LOCATOR SET is a local policy issue.
However, it is RECOMWENDED that a host send a LOCATOR _SET whenever it
recogni zes a change of its I P addresses in use on an active HP
associ ati on and assunes that the change is going to |last at |east for
a few seconds. Rapidly sending LOCATOR SETs that force the peer to
change the preferred address SHOULD be avoi ded.

The sendi ng of a new LOCATOR SET paraneter repl aces the | ocator

i nformati on fromany previously sent LOCATOR SET paraneter;
therefore, if a host sends a new LOCATOR SET paraneter, it needs to
continue to include all active locators. Hosts MJST NOT announce
broadcast or nulticast addresses in LOCATOR SETSs.

We now describe a few cases introduced in Section 3.2. W assune
that the Traffic Type for each locator is set to "0" (other val ues
for Traffic Type may be specified in docunents that separate the H P
control plane fromdata-plane traffic). Oher nobility cases are
possi bl e but are left for further study.

1. Host nmobility with no nultihom ng and no rekeying. The nobile
host creates a single UPDATE containing a single ESP INFOw th a
singl e LOCATOR _SET paraneter. The ESP_I NFO contai ns the current
val ue of the SPI in both the OLD SPI and NEW SPI fields. The
LOCATOR_SET contains a single Locator with a Locator Type of "1";
the SPI MUST match that of the ESP_INFO  The preferred bit
SHOULD be set and the "Locator Lifetime" is set according to
| ocal policy. The UPDATE al so contains a SEQ paraneter as usual
This packet is retransnmitted as defined in the H P specification
[ RFC7401]. The UPDATE shoul d be sent to the peer’s preferred IP
address with an | P source address corresponding to the address in
the LOCATOR _SET paraneter.
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2. Host nobility with no multihonming but with rekeying. The nobile
host creates a single UPDATE containing a single ESP_INFOw th a
singl e LOCATOR_SET paraneter (with a single address). The
ESP I NFO contains the current value of the SPI in the OLD SPI,
the new value of the SPI in the NEWSPI, and a KEYMAT | ndex as
sel ected by local policy. Optionally, the host may choose to
initiate a Diffie-Hellman rekey by including a D FFl E_ HELLMAN
paranmeter. The LOCATOR SET contains a single Locator with a
Locator Type of "1"; the SPI MJST match that of the NEWSPI in
the ESP_INFO O herwi se, the steps are identical to the case in
whi ch no rekeying is initiated.

5.3. Handling Received LOCATOR SETs

A host SHOULD be prepared to receive a single LOCATOR SET par anet er
in a H P UPDATE packet. Reception of multiple LOCATOR _SET paraneters
in a single packet, or in H P packets other than UPDATE, is outside
of the scope of this specification.

Because a host sending the LOCATOR SET nay send the sanme paraneter in
di fferent UPDATE nessages to different destination addresses,

i ncludi ng possibly the RVS of the host, the host receiving the
LOCATOR_SET MJST be prepared to handle the possibility of duplicate
LOCATOR SETs sent to nore than one of the host’s addresses. As a
result, the host MJST detect and avoid reprocessing a LOCATOR SET
paranmeter that is redundant with a LOCATOR SET paraneter that has
been recently received and processed.

Thi s docunent describes sending both ESP_| NFO and LOCATOR _SET
paranmeters in an UPDATE. The ESP_I NFO paraneter is included when
there is a need to rekey or key a new SPl, and is otherw se included
for the possible benefit of H P-aware NATs and firewalls. The
LOCATOR_SET paraneter contains a conplete listing of the |ocators
that the host wi shes to nake or keep active for the H P association.

In general, the processing of a LOCATOR SET depends upon the packet
type in which it is included. Here, we describe only the case in
which ESP_ INFO is present and a single LOCATOR SET and ESP_I NFO are
sent in an UPDATE nessage; other cases are for further study. The
steps bel ow cover each of the cases described in Section 5.2.

The processing of ESP | NFO and LOCATOR SET paraneters is intended to
be nmodul ar and support future generalization to the inclusion of

mul tiple ESP_I NFO and/or multiple LOCATOR SET paraneters. A host
SHOULD first process the ESP_I NFO before the LOCATOR SET, since the
ESP_I NFO may contain a new SPlI val ue mapped to an existing SPI, while
a Locator Type of "1" will only contain a reference to the new SPI.
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When a host receives a validated H P UPDATE with a LOCATOR SET and
ESP_I NFO paraneter, it processes the ESP INFO as follows. The

ESP_I NFO paraneter indi cates whether an SA is being rekeyed, created,
deprecated, or just identified for the benefit of H P-aware NATs and
firewalls. The host exam nes the OLD SPI and NEW SPI values in the
ESP_I NFO par aneter:

1. (no rekeying) If the OLD SPI is equal to the NEWSPI and both
correspond to an existing SPlI, the ESP_INFO is gratuitous
(provided for H P-aware NATs and firewalls) and no rekeying is
necessary.

2. (rekeying) If the OLD SPI indicates an existing SPI and the NEW
SPI is a different non-zero value, the existing SA is being
rekeyed and the host follows H P ESP rekeyi ng procedures by
creating a new outbound SA with an SPI corresponding to the NEW

SPI, with no addresses bound to this SPI. Note that locators in
the LOCATOR SET paraneter will reference this new SPlI instead of
the old SPI

3. (new SA) If the OLD SPI value is zero and the NEWSPI is a new
non-zero value, then a new SA is being requested by the peer.
This case is also treated |like a rekeying event; the receiving
host MUST create a new SA and respond with an UPDATE ACK

4. (deprecating the SA) If the OLD SPI indicates an existing SPl and
the NEWSPI is zero, the SAis being deprecated and all |ocators
uni quely bound to the SPI are put into the DEPRECATED st ate.

I f none of the above cases apply, a protocol error has occurred and
the processing of the UPDATE is stopped.

Next, the locators in the LOCATOR SET paraneter are processed. For
each locator listed in the LOCATOR SET paraneter, check that the
address therein is a |legal unicast or anycast address. That is, the
address MJST NOT be a broadcast or nulticast address. Note that sone
i mpl enent ati ons MAY accept addresses that indicate the | ocal host,
since it nay be allowed that the host runs HHP with itself.

The bel ow assunes that all Locators are of Type "1" with a Traffic
Type of "0"; other cases are for further study.

For each Type "1" address listed in the LOCATOR SET paraneter, the
host checks whether the address is already bound to the SP

indicated. |If the address is already bound, its lifetine is updated.
If the status of the address is DEPRECATED, the status is changed to
UNVERI FIED. |If the address is not already bound, the address is
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added, and its status is set to UNVERIFIED. Mark all addresses
corresponding to the SPI that were NOT listed in the LOCATOR SET
par amet er as DEPRECATED.

As a result, at the end of processing, the addresses listed in the
LOCATOR _SET parameter have a state of either UNVERI FI ED or ACTI VE,
and any ol d addresses on the old SA not listed in the LOCATOR SET
paranmet er have a state of DEPRECATED.

Once the host has processed the locators, if the LOCATOR _SET

par ameter contains a new preferred |ocator, the host SHOULD initiate
a change of the preferred |locator. This requires that the host first
verify reachability of the associated address, and only then change
the preferred | ocator; see Section 5.5.

If a host receives a locator with an unsupported Locator Type, and
when such a locator is also declared to be the preferred | ocator for
the peer, the host SHOULD send a NOTIFY error with a Notify Message
Type of LOCATOR TYPE UNSUPPORTED, with the Notification Data field
containing the locator(s) that the receiver failed to process.

O herwi se, a host MAY send a NOTIFY error if a (non-preferred)

| ocator with an unsupported Locator Type is received in a LOCATOR_SET
par amet er .

A host MAY add the source | P address of a received H P packet as a
candi date | ocator for the peer even if it is not listed in the peer’s
LOCATOR_SET, but it SHOULD prefer locators explicitly listed in the
LOCATOR_SET.

5.4. Verifying Address Reachability

A host MJST verify the reachability of an UNVERI FI ED address. The
status of a newy |earned address MUST initially be set to UNVER Fl ED
unl ess the new address is advertised in an Rl packet as a new
preferred | ocator. A host MAY also want to verify the reachability
of an ACTI VE address again after sone tine, in which case it would
set the status of the address to UNVERI FIED and reinitiate address
verification. A typical verification that is protected by
retransmssion timers is to include an ECHO REQUEST wi t hi n an UPDATE
sent to the new address.

A host typically starts the address-verification procedure by sending
a nonce to the new address. A host MAY choose fromdi fferent nessage
exchanges or different nonce values so long as it establishes that
the peer has received and replied to the nonce at the new address.
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For exanple, when the host is changing its SPI and sending an
ESP_INFO to the peer, the NEW SPI val ue SHOULD be random and the
random val ue MAY be copied into an ECHO REQUEST sent in the rekeying
UPDATE. However, if the host is not changing its SPI, it MAY still
use the ECHO REQUEST paraneter for verification but with sone other
random val ue. A host MAY al so use other nessage exchanges as
confirmati on of the address reachability.

In sone cases, it MAY be sufficient to use the arrival of data on a
new y advertised SA as inplicit address reachability verification as
depicted in Figure 7, instead of waiting for the confirmation via a
H P packet. 1In this case, a host advertising a new SPI as part of
its address reachability check SHOULD be prepared to receive traffic
on the new SA

Mobi | e Host Peer Host

UPDATE( ESP_I NFO, LOCATOR SET, ...)

prepare incomng SA
UPDATE(ESP_INFO, ...) with new SPI

switch to new outgoing SA
data on new SA

mar k address ACTI VE
UPDATE( ACK, ECHO RESPONSE) | ater arrives

Figure 7. Address Activation via Use of a New SA

When address verification is in progress for a new preferred | ocator,
the host SHOULD select a different locator listed as ACTIVE, if one
such locator is available, to continue communications until address
verification conpletes. Alternatively, the host MAY use the new
preferred |ocator while in UNVERI FIED status to the extent CBA
permts. CBAis explained in Section 5.6. Once address verification
succeeds, the status of the new preferred | ocator changes to ACTI VE
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5.5. Changing the Preferred Locator

A host MAY want to change the preferred outgoing |locator for

di fferent reasons, e.g., because traffic information or ICVP error
nmessages indicate that the currently used preferred address may have
becorme unreachabl e. Another reason may be due to receiving a
LOCATOR _SET paranmeter that has the "P" bit set.

To change the preferred locator, the host initiates the follow ng
pr ocedure:

1. If the new preferred | ocator has an ACTIVE status, the preferred
| ocator is changed and the procedure succeeds.

2. If the new preferred | ocator has an UNVERI Fl ED st atus, the host
starts to verify its reachability. The host SHOULD use a
different |ocator listed as ACTIVE until address verification
conpletes if one such locator is available. Alternatively, the
host MAY use the new preferred | ocator, even though in UNVERI FI ED
status, to the extent CBA permits. Once address verification
succeeds, the status of the new preferred | ocator changes to
ACTIVE, and its use is no | onger governed by CBA

3. If the peer host has not indicated a preference for any address,
then the host picks one of the peer’s ACTIVE addresses randomy
or according to local policy. This case nay arise if, for
exanple, ICVWP error nessages that deprecate the preferred | ocator
arrive, but the peer has not yet indicated a new preferred
| ocat or.

4. |If the new preferred | ocator has a DEPRECATED status and there is
at | east one non-deprecated address, the host selects one of the
non- deprecat ed addresses as a new preferred | ocator and
continues. |f the selected address is UNVERI FI ED, the address
verification procedure described above will apply.

5.6. Credit-Based Authorization

To prevent redirection-based flooding attacks, the use of a CBA
approach MUST be used when a host sends data to an UNVERI Fl ED

| ocator. The follow ng al gorithm addresses the security

consi derations for prevention of anplification and time-shifting
attacks. Oher forms of credit aging, and other values for the
Credi t Agi ngFact or and CreditAgi nglnterval paraneters in particular
are for further study, and so are the advanced CBA techni ques
specified in [ CBA-M Pv6] .
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5.6.1. Handling Payl oad Packets

A host maintains a "credit counter" for each of its peers. \Wenever
a packet arrives froma peer, the host SHOULD i ncrease that peer’s
credit counter by the size of the received packet. Wen the host has
a packet to be sent to the peer, and when the peer’s preferred
locator is listed as UNVERI FI ED and no alternative |locator with
status ACTIVE is avail able, the host checks whether it can send the
packet to the UNVERI FIED | ocator. The packet SHOULD be sent if the
val ue of the credit counter is higher than the size of the outbound
packet. If the credit counter is too |low, the packet MJST be

di scarded or buffered until address verification succeeds. Wen a
packet is sent to a peer at an UNVERI FI ED | ocator, the peer’s credit
counter MJST be reduced by the size of the packet. The peer’'s credit
counter is not affected by packets that the host sends to an ACTI VE

| ocator of that peer.

Figure 8 depicts the actions taken by the host when a packet is
received. Figure 9 shows the decision chain in the event a packet is

sent.
I nbound
Packet
|
| T + B +
| | | ncr ease | | Del i ver |
+o-- - > | credit counter |------------- > | packet to
| by packet size | | application
o m e e o + Fom e e e oo - +

Figure 8: Receiving Packets with Credit-Based Authorization
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Qut bound
Packet
|
| / \ R +
| / 1s the preferred \ No | Send packet |
oo > | destination address |------------- > | to preferred |
\ UNVERI FI ED? / | addr ess |
\ / R +
|
| Yes
|
%
/ \ R +
/ Does an ACTIVE \ Yes | Send packet |
| destination address |------------- > | to ACTIVE |
\ exi st? / | addr ess |
\ / R +
|
| No
|
v
/ \ R +
/ Is credit counter \ No | |
| >= [------------- > | Drop or |
\ packet size? / | buffer packet |
\ / S +
|
| Yes
|
v
oo + oo +
| Reduce credit | | Send packet |
| counter by [------------- > | to preferred |
| packet size | | addr ess |
o + o +

Fi gure 9: Sending Packets with Credit-Based Authorization
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5.6.2. Credit Aging

A host ensures that the credit counters it mmintains for its peers
gradual | y decrease over time. Such "credit aging" prevents a
mal i ci ous peer frombuilding up credit at a very slow speed and using
this, all at once, for a severe burst of redirected packets.

Credit aging may be inplenented by multiplying credit counters with a
factor, CreditAgingFactor (a fractional value |less than one), in
fixed-tinme intervals of CreditAginglnterval |length. Choosing
appropriate values for CreditAgi ngFactor and CreditAginglnterval is

i mportant to ensure that a host can send packets to an address in
state UNVERI FI ED even when the peer sends at a |lower rate than the
host itself. Wen CreditAgi ngFactor or CreditAginglnterval are too
small, the peer’s credit counter mght be too | ow to continue sending
packets until address verification concl udes.

The paraneter val ues proposed in this docunent are as follows:

Credi t Agi ngFact or 7/ 8
Credi t Agi ngl nt erval 5 seconds

These paraneter values work well when the host transfers a file to
the peer via a TCP connection, and the end-to-end round-trip tine
does not exceed 500 nilliseconds. Alternative credit-aging

al gorithnms may use ot her paraneter values or different paraneters,
whi ch may even be dynamical ly established.

6. Security Considerations

The H P nmobility nechani sm provi des a secure neans of updating a
host’s I P address via H P UPDATE packets. Upon receipt, a H P host
cryptographically verifies the sender of an UPDATE, so forging or

repl ayi ng a H P UPDATE packet is very difficult (see [RFC7401]).
Therefore, security issues reside in other attack domains. The two
we consider are nmalicious redirection of legitimte connections as
wel | as redirection-based fl ooding attacks using this protocol. This
can be broken down into the foll ow ng:

1) Inpersonation attacks
- direct conversation with the msled victim

- man-in-the-nmddle (MtM attack
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2) Denial -of-service (DoS) attacks
- flooding attacks (== bandwi dt h- exhausti on attacks)
* tool 1: direct flooding
* tool 2: flooding by botnets
* tool 3: redirection-based fl ooding
- nmenory-exhaustion attacks
- conput ati onal - exhausti on attacks
3) Privacy concerns
We consider these in nore detail in the foll ow ng sections.

In Sections 6.1 and 6.2, we assune that all users are using HP. 1In
Section 6.3, we consider the security ramfications when we have both
H P and non-HI P hosts.

6.1. Inpersonation Attacks

An attacker w shing to inpersonate another host will try to mslead
its victiminto directly communicating with themor carry out a MtM
attack between the victimand the victinis desired comuni cation
peer. Wthout nobility support, such attacks are possible only if
the attacker resides on the routing path between its victimand the
victims desired conmuni cation peer or if the attacker tricks its
victiminto initiating the connection over an incorrect routing path
(e.g., by acting as a router or using spoofed DNS entries).

The H P extensions defined in this specification change the situation
in that they introduce an ability to redirect a connection, both
before and after establishnent. |[|f no precautionary neasures are
taken, an attacker could potentially msuse the redirection feature
to inpersonate a victims peer fromany arbitrary |ocation. However
the authentication and authorization nechanisns of the H P base
exchange [ RFC7401] and the signatures in the UPDATE message prevent
this attack. Furthernore, ownership of a H P association is securely
linked to a HP HH/HT. |If an attacker sonehow uses a bug in the

i npl enentation to redirect a H P connection, the original owner can
always reclaimtheir connection (they can al ways prove ownership of
the private key associated with their public H).
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MtM attacks are possible if an on-path attacker is present during
the initial H P base exchange and if the hosts do not authenticate
each other’s identities. However, once such an opportuni stic base
exchange has taken place, a MtM attacker that cones later to the
path cannot steal the H P connection because it is very difficult for
an attacker to create an UPDATE packet (or any H P packet) that will
be accepted as a legitinmate update. UPDATE packets use HVAC and are
signed. Even when an attacker can snoop packets to obtain the SP
and HHT/H, they still cannot forge an UPDATE packet without

know edge of the secret keys. Also, replay attacks on the UPDATE
packet are prevented as described in [RFC7401].

6.2. Denial-of-Service Attacks
6.2.1. Flooding Attacks

The purpose of a DoS attack is to exhaust sonme resource of the victim
such that the victimceases to operate correctly. A DoS attack can
aimat the victims network attachnent (flooding attack), its nenory,
or its processing capacity. |In a flooding attack, the attacker
causes an excessive nunber of bogus or unwanted packets to be sent to
the victim which fills their avail abl e bandwi dth. Note that the

vi cti m does not necessarily need to be a node; it can also be an
entire network. The attack functions the sane way in either case.

An effective DoS strategy is distributed denial of service (DDoS)
Here, the attacker conventionally distributes sonme viral software to
as many nodes as possible. Under the control of the attacker, the

i nfected nodes (e.g., nodes in a botnet) jointly send packets to the
victim Wth such an "arny", an attacker can take down even very
hi gh bandwi dt h networks/victi ns.

Wth the ability to redirect connections, an attacker could realize a
DDoS attack without having to distribute viral code. Here, the
attacker initiates a |large downl oad froma server and subsequently
uses the HIP nobility mechanismto redirect this dowload to its
victim The attacker can repeat this with multiple servers. This
threat is mtigated through reachability checks and CBA. Wen
conducted using H P, reachability checks can |l everage the built-in
aut hentication properties of HHP. They can also prevent redirection-
based fl oodi ng attacks. However, the delay of such a check can have
a noticeable inpact on application perfornance. To reduce the inpact
of the delay, CBA can be used to send a linmited nunmber of packets to
the new address while the validity of the IP address is still in
guestion. Both strategies do not elimnate flooding attacks per se,
but they preclude: (i) their use froma location off the path towards
the flooded victim and (ii) any anplification in the nunber and size
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of the redirected packets. As a result, the conbination of a
reachability check and CBA |owers a H P redirection-based fl ooding
attack to the level of a direct flooding attack in which the attacker
itself sends the flooding traffic to the victim

6.2.2. Menory/ Conput ati onal - Exhausti on DoS Attacks

We now consi der whether or not the proposed extensions to H P add any
new DoS attacks (consideration of DoS attacks using the base H P
exchange and updates is discussed in [RFC7401]). A sinple attack is
to send many UPDATE packets contai ning nmany | P addresses that are not
flagged as preferred. The attacker continues to send such packets
until the nunber of | P addresses associated with the attacker’'s H
crashes the system Therefore, a H P association SHOULD imt the
nunber of | P addresses that can be associated with any H. O her
fornms of menory/conputationally exhausting attacks via the H P UPDATE
packet are handled in the base H P docunent [RFC7401].

A central server that has to deal with a |arge nunber of nobile
clients MAY consider increasing the SAlifetimes to try to sl ow down
the rate of rekeying UPDATEs or increasing the cookie difficulty to
sl ow down the rate of attack-oriented connections.

6.3. M xed Depl oynment Environnent

W now assune an environnment with hosts that are both H P and non-H P
aware. Four cases exist:

1. A HP host redirects its connection onto a non-H P host. The
non-H P host will drop the reachability packet, so this is not a
threat unless the HIP host is a MtMthat could sonehow respond
successfully to the reachability check

2. A non-HP host attenpts to redirect their connection onto a HP
host. This falls into IPv4 and |1 Pv6 security concerns, which are
out side the scope of this docunent.

3. A non-H P host attenpts to steal a H P host’s session (assune
that Secure Nei ghbor Discovery is not active for the follow ng).
The non-H P host contacts the service that a H P host has a
connection with and then attenpts to change its IP address to
steal the H P host’s connection. What will happen in this case
is inmplenentation dependent, but such a request should fail by
being i gnored or dropped. Even if the attack were successful,
the H P host could reclaimits connection via H P.
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4. A HP host attenpts to steal a non-H P host’s session. A HP
host coul d spoof the non-H P host’s | P address during the base
exchange or set the non-H P host’s IP address as its preferred
address via an UPDATE. Oher possibilities exist, but a solution
is to prevent the local redirection of sessions that were
previously using an unverified address, but outside of the
existing HHP context, into the H P SAs until the address change
can be verified.

6.4. Privacy Concerns

The exposure of a host’s |IP addresses through H P nobility extensions
may rai se privacy concerns. The adnministrator of a host nay be
trying to hide its location in some context through the use of a VPN
or other virtual interfaces. Simlar privacy issues also arise in
ot her franmeworks such as WbRTC and are not specific to H P.

| mpl ement ati ons SHOULD provide a mechanismto allow the host

adm nistrator to block the exposure of selected addresses or address
ranges. Wiile this issue nay be nore relevant in a host nultihom ng
scenario in which nultiple | P addresses night be exposed [ RFC8047],
it is worth noting also here that nobility events might cause an

i npl enentation to try to inadvertently use a |l ocator that the

adm ni strator would rather avoid exposing to the peer host.

7. |1 ANA Consi derations

[ RFC5206], obsol eted by this docunment, specified an allocation for a
LOCATOR paraneter in the "Paranmeter Types" subregistry of the "Host
Identity Protocol (H P) Paraneters"” registry, with a type val ue of
193. |1 ANA has renaned the paraneter to "LOCATOR SET" and has updated
the reference from |[RFC5206] to this specification

[ RFC5206], obsol eted by this docunment, specified an allocation for a
LOCATOR_TYPE_UNSUPPORTED type in the "Notify Message Types" registry,
with a type value of 46. | ANA has updated the reference from

[ RFC5206] to this specification

8. Differences from RFC 5206

This section summari zes the techni cal changes made from [ RFC5206] .
This section is informational, intended to help inplenentors of the
previous protocol version. |If any text in this section contradicts
text in other portions of this specification, the text found outside
of this section should be considered normative.
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Thi s docunent specifies extensions to the H P Version 2 protocol
whi | e [ RFC5206] specifies extensions to the H P Version 1 protocol
[ RFC7401] docunents the differences between these two protoco
versi ons.

[ RFC5206] included procedures for both H P host nobility and basic

host nmultihoming. |In this docunent, only host nobility procedures
are included; host multihom ng procedures are now specified in
[ RFCB047]. In particular, nultihomnming-related procedures related to

the exposure of nultiple locators in the base exchange packets; the
transm ssion, reception, and processing of multiple locators in a

si ngl e UPDATE packet; handovers across |IP address famlies; and other
nmul ti hom ng-rel ated specifications have been renoved.

The foll owi ng additional changes have been made:

0 The LOCATOR paraneter in [ RFC5206] has been renaned to
LOCATOR_SET.

o Specification text regarding the handling of nobility when both
hosts change | P addresses at nearly the sane tine (a "doubl e-junp"
nmobility scenario) has been added.

o Specification text regarding the nobility event in which the host
briefly has an active new |l ocator and old | ocator at the sane tine
(a "nmake-before-break" nobility scenario) has been added.

o Specification text has been added to note that a host may add the
source | P address of a received H P packet as a candi date | ocator
for the peer even if it is not listed in the peer’s LOCATOR SET,
but that it should prefer locators explicitly listed in the
LOCATOR_SET.

o This docunent clarifies that the HOST I D paranmeter nmay be incl uded
i n UPDATE nessages contai ni ng LOCATOR _SET paraneters, for the
possi bl e benefit of H P-aware firewalls.

0 The previous specification mentioned that it may be possible to
i nclude nmultiple LOCATOR SET and ESP_I NFO paraneters in an UPDATE
Thi s docunent only specifies the case of a single LOCATOR SET and
ESP_I NFO paraneter in an UPDATE

o The previous specification nentioned that it may be possible to
send LOCATOR SET paraneters in packets other than the UPDATE
Thi s docunent only specifies the use of the UPDATE packet.

o This docunent describes a sinple heuristic for setting the credit
val ue for CBA
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o This specification mandates that a host nust be able to receive
and avoi d reprocessi ng redundant LOCATOR SET paraneters that may
have been sent in parallel to multiple addresses of the host.
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