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Mul tipath Tinme Synchronization
Abst r act

Cl ock synchronization protocols are very wi dely used in |P-based
networks. The Network Tinme Protocol (NTP) has been comonly depl oyed
for many years, and the | ast few years have seen an increasingly
rapi d depl oyment of the Precision Tine Protocol (PTP). As tinme-
sensitive applications evolve, clock accuracy requirenents are
becom ng increasingly stringent, requiring the tine synchronization
protocols to provide high accuracy. This nenp describes a multipath
approach to PTP and NTP over |P networks, allowing the protocols to
run concurrently over multiple comunication paths between the master
and sl ave clocks, without nodifying these protocols. The nmultipath
approach can significantly contribute to clock accuracy, security,
and fault tolerance. The multipath approach that is presented in
this docunent enabl es backward conpatibility with nodes that do not
support the multipath functionality.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
I nternet Standard; see Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc8039.
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1. Introduction

The two nost common tine synchroni zation protocols in I P networks are
(1) the Network Time Protocol [NTP] and (2) the Precision Timnme
Protocol (PTP) as defined in the | EEE 1588 standard [| EEE1588].

The accuracy of the tine synchronization protocols directly depends
on the stability and the symetry of propagation delays in both
directions between the naster and sl ave clocks. Depending on the
nature of the underlying network, tine synchronization protoco
packets can be subject to variable network |latency or path asymetry
(e.g., [ASYMVETRY] [ASYMVETRY2]). As tine-sensitive applications
evol ve, accuracy requirenents are becom ng increasingly stringent.
Using a single network path in a clock synchronization protoco
closely ties the slave clock accuracy to the behavior of the specific
pat h, which may suffer fromtenporal congestion, faults, or malicious
attacks. Relying on multiple clock servers, as in NIP, solves these
probl ens but requires active mmintenance of nultiple accurate sources
in the network, which is not always possible. The usage of
Transparent C ocks (TCs) in PTP solves the congestion problem by
elimnating the queuing tine fromthe delay cal cul ati ons but does not
address security or fault-tol erance aspects.

/ \
_ \
/ \
/ path 1 /

/ \ / \ / \
/ Mast er\ \ \ \ / Sl ave\
\d ock / / \ / \ \ d ock/

\ / \ / \_

\ path 2 _
\ /
\ /

Figure 1. Miltipath Connection

Since master and sl ave clocks are often connected through nore than
one path in the network, as shown in Figure 1, [SLAVED V] suggested
that a time synchronization protocol can be run over nultiple paths,
provi di ng several advantages. First, it can significantly increase
the clock accuracy as shown in [SLAVEDI V]. Second, this approach
provi des additional security, allowing the mitigation of

man-i n-the-m ddl e attacks agai nst the time synchroni zati on protoco

[ DELAY- ATT]. Third, using multiple paths concurrently provides an

i nherent failure protection nmechani sm
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2.

2.

2.

Thi s docunent introduces Multipath PTP (MPPTP) and Mul tipath NTP
(MPNTP). The functionality of the nultipath approach is defined at
the network |layer and does not require any changes in PTP or NTP

MPPTP and MPNTP are defined over IP networks. As |IP networks
typically conbine ECVMP routing, this property is |leveraged for the
nmul tiple paths used in MPPTP and MPNTP. The key property of the
mul ti path approach is that clocks in the network can use nore than
one | P address. FEach {master IP, slave |P} address pair defines a
path. Depending on the network topol ogy and configuration, the IP
conbi nation pairs can formmultiple diverse paths used by the
nmul ti path synchroni zation protocols. It has been shown [MJLTI] that
using nmultiple I P addresses over the wide Internet indeed allows two
endpoints to attain nultiple diverse paths.

Thi s docunent introduces two variants of the nultipath approach

(1) a variant that requires both naster and sl ave nodes to support

the multipath functionality, referred to as the dual -ended vari ant,
and (2) a backward-conpatible variant that allows a nmultipath clock
to connect to a conventional single-path clock, referred to as the

si ngl e-ended vari ant.

Conventions Used in This Docunent

1. Abbreviations

BMC Best Master C ock [| EEE1588]
ECWVP Equal - Cost Mul ti path
LAN Local Area Network

MPNTP Mul tipath Network Tine Protocol
MPPTP Mul tipath Precision Time Protoco
NTP Net wor k Ti me Protocol [NTP]
PTP Preci sion Time Protocol [I|EEE1588]
2. Term nol ogy
In the NTP term nol ogy, a tinme synchronization protocol is run
between a client and a server, while PTP uses the terms ’'master’ and

"slave’. Throughout this docunment, the sections that refer to both
PTP and NTP generically use the terms 'master’ and ’slave’.
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3. Miltiple Paths in I P Networks
3.1. Load Bal ancing

Traffic sent across IP networks is often | oad-bal anced across
nmultiple paths. The | oad-bal anci ng decisions are typically based on
packet header fields: source and destination addresses, Layer 4
ports, the Flow Label field in |IPv6, etc.

Three comon | oad-bal ancing criteria are per-destination, per-flow,
and per-packet. The per-destination |oad bal ancers take a

| oad- bal anci ng deci si on based on the destination |IP address.
Per-flow | oad bal ancers use various fields in the packet header,
e.g., |P addresses and Layer 4 ports, for the | oad-bal ancing

deci sion. Per-packet |oad bal ancers use flowblind techni ques such
as round-robin w thout basing the choice on the packet content.

3.2. Using Multiple Paths Concurrently

To utilize the diverse paths that traverse per-destination

| oad bal ancers or per-flow | oad bal ancers, the packet transmitter can
vary the I P addresses in the packet header. The analysis in [PARI S2]
shows that a significant majority of the flows on the Internet
traverse per-destination or per-flow |oad balancing. It presents
statistics that 72% of the fl ows traverse per-destination

| oad bal anci ng and 39% of the flows traverse per-flow | oad bal anci ng,
while only a negligible part of the flows traverse per-packet

| oad bal ancing. These statistics show that the vast majority of the
traffic on the Internet is |oad-bal anced based on packet header
fields.

The approaches in this docunment are based on varying the source and
destination | P addresses in the packet header. Possible extensions
have been considered that also vary the UDP ports. However, sonme of
the existing inmplenentations of PTP and NTP use fixed UDP port val ues
in both the source and destination UDP port fields and thus do not
al l ow thi s approach.

3.3. Two-\Vay Paths

A key property of IP networks is that packets forwarded fromA to B
do not necessarily traverse the sanme path as packets fromB to A
Thus, we define a two-way path for a naster-slave connection as a
pair of one-way paths: the first fromnmaster to slave and the second
fromslave to master.
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If possible, a traffic engineering approach can be used to verify
that time synchronization traffic is always forwarded through

bi di recti onal two-way paths, i.e., that each two-way path uses the
same route in the forward and reverse directions, thus allow ng
propagation time symmetry. However, in the general case, two-way
paths do not necessarily use the sane path for the forward and
reverse directions.

4. Solution Overview

The multipath time synchronization protocols we present here are
conpri sed of two building blocks: one is the path configuration and
identification, and the other is the algorithmused by the slave to
conbi ne the information received fromthe various paths.

4.1. Path Configuration and Identification

The master and sl ave clocks nust be able to determine the path of
transmtted protocol packets and to identify the path of incom ng
protocol packets. A path is deternmined by a {rmaster |IP, slave |P}
address pair. The synchronization protocol mnmessage exchange is run
i ndependently through each path.

Each | P address pair defines a two-way path and thus allows the
clocks to bind a transmitted packet to a specific path or to identify
the path of an incom ng packet.

If possible, the routing tables across the network shoul d be
configured with multiple traffic-engineered paths between the pair of
clocks. By carefully configuring the routers in such networks, it is
possible to create diverse paths for each of the |IP address pairs
between two clocks in the network. However, in public and provider
net wor ks, the | oad-bal anci ng behavior is hidden fromthe end users.
In this case, the actual nunber of paths may be | ess than the number
of I P address pairs, since some of the address pairs may share common
pat hs.

4.2. Conbini ng
Various nethods can be used for conbining the time information
received fromthe different paths. The output of the comnbining

algorithmis the accurate tine offset. Conbining nmethods are further
di scussed in Section 6.
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5. Miltipath Tinme Synchroni zati on over |P Networks
5.1. Overview

This section presents two variants of MPPTP and MPNTP: si ngl e-ended
nmul tipath time synchronization and dual -ended nultipath tine

synchroni zation. |In the first variant, the nultipath approach is
only inplenented by the slave, and the naster is not aware of its
usage. In the second variant, all clocks use nultiple paths.

The dual -ended variant provides higher path diversity by using
nmultiple | P addresses at both ends, the nmaster and slave, while the
singl e-ended variant only uses multiple addresses at the sl ave.
Consequently, the single-ended approach can interoperate with

exi sting inplenmentations that do not use nultiple paths. The
dual - ended and singl e-ended approaches can coexi st in the same
networ k; each sl ave selects the connection(s) it wants to make with
the avail able masters. A dual -ended slave could switch to

singl e-ended node if it does not see any dual -ended masters

avail able. A single-ended slave could connect to a single |IP address
of a dual -ended master.

Mul tipath time synchronization, in both variants, requires clocks to
use multiple IP addresses. Using nultiple | P addresses introduces a
trade-off. A large nunber of |IP addresses allows a | arge nunber of
di verse paths, providing the advantages of slave diversity discussed
in Section 1. On the other hand, a | arge nunber of |IP addresses is
nore costly, requires the network topology to be nore redundant, and
exacts extra managenent over head.

I f possible, the set of |IP addresses for each clock should be chosen
in a way that enables the establishnent of paths that are the nost
different. |If the load-balancing rules in the network are known, it
is possible to choose the I P addresses in a way that enforces path

di versity. However, even if the |oad-bal ancing scheme is not known,
a careful choice of the | P addresses can increase the probability of
path diversity. For exanple, choosing nultiple addresses with
different prefixes is likely to produce higher path diversity, as BGP
routers are nore likely to route these different prefixes through

di fferent routes.

The use of Network Address Transl ation (NAT) nmay significantly reduce
the effectiveness of nultipath synchronization in sone cases. For
exanple, if a master uses multiple I P addresses that are transl ated
to a single | P address, the path diversity can be dramatically
reduced conpared to a network that does not use NAT. Thus, path
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di scovery should be used to identify the possible paths between the
master and slave. Path discovery is further discussed in
Section 5. 4.

The concept of using multiple IP addresses or multiple interfaces is
wel | established and is being used today by various applications and
protocols, e.g., [MPTCP]. Using nmultiple interfaces introduces sone
chal | enges and issues, which were presented and discussed in [MF].

The descriptions in this section refer to the end-to-end schene of
PTP but are simlarly applicable to the peer-to-peer schene. NMPNTP
as described in this docunment, refers to the NTP client-server npde,
al t hough the concepts descri bed here can be extended to include the
symmetric variant as well.

Mul ti path synchronization by nature requires protocol nessages to be
sent as unicast. Specifically in PTP, the foll owi ng nessages nust be
sent as unicast in MPPTP: Sync, Delay_ Req, Delay_ Resp, PDel ay_ Req,
PDel ay_Resp, Follow Up, and PDel ay Resp Follow Up. Note that

[ 1 EEE1588] all ows these nessages to be sent either as nulticast or as
uni cast.

5.2. Single-Ended Miltipath Synchronization

In the single-ended approach, only the slave is aware of the fact
that nultiple paths are used, while the naster is agnostic to the
usage of multiple paths. This approach allows a hybrid network,
where sone of the clocks are nultipath clocks and others are
conventional one-path clocks. A single-ended nultipath clock
presents itself to the network as N independent clocks, using NIP
addresses, as well as N clockldentity [|EEE1588] values (in PTP)

Thus, the usage of nmultiple slave identities by a slave clock is
transparent fromthe naster’s point of view, such that it treats each
of the identities as a separate slave clock

5.2.1. Single-Ended MPPTP Synchroni zati on Message Exchange

The singl e-ended MPPTP nessage exchange procedure is as foll ows.

o Each single-ended MPPTP clock has a fixed set of N IP addresses
and N corresponding cl ockldentities. Each clock arbitrarily
defines one of its IP addresses and clockldentity val ues as the
clock primary identity.

o A single-ended MPPTP port sends Announce nessages only fromits
primary identity, according to the BMC al gorithm
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o

5. 2.

The BMC al gorithm at each clock determ nes the master, based on
the received Announce nessages.

A singl e-ended MPPTP port that is in the 'slave' state uses

uni cast negotiation to request the master to transmt unicast
nessages to each of the N slave clockldentity values. The sl ave
port periodically sends N Signaling nessages to the naster, using
each of its Nidentities. The Signaling nmessage includes the
REQUEST_UNI CAST_TRANSM SSI ON TLV [ | EEE1588] .

The master periodically sends unicast Sync nessages fromits
primary identity, identified by the sourcePortlidentity [l EEE1588]
and | P address, to each of the slave identities.

The sl ave, upon receiving a Sync nmessage, identifies its path
according to the destination | P address. The slave sends a

Del ay_Req uni cast nessage to the primary identity of the nmaster.
The Delay Req is sent using the slave identity corresponding to
the path through which the Sync was received. Note that the rate
of Del ay Req nessages may be | ower than the Sync nessage rate, and
thus a Sync nessage is not necessarily followed by a Del ay_Req.

The master, in response to a Del ay_Req nmessage fromthe sl ave,
responds with a Del ay Resp nessage using the I P address and
sourcePortldentity fromthe Del ay Req nessage.

Upon receiving the Del ay_Resp nessage, the slave identifies the
path using the destination |IP address and the
requestingPortldentity [|I EEE1588]. The slave can then conpute the
correspondi ng path delay and the offset fromthe master.

The slave conbines the information fromall negotiated paths.

Si ngl e- Ended MPNTP Synchroni zati on Message Exchange

The singl e-ended MPNTP nessage exchange procedure is as foll ows.

o

A singl e-ended MPNTP client has N separate identities, i.e., NIP
addresses. The assunption is that the server information,
including its I P address, is known to the NTP clients. This is a
fair assunption, as typically the address(es) of the NIP server(s)
is provided to the NTP client by configuration

A single-ended MPNTP client initiates NTP with an NTP server
N times, using each of its Nidentities.

NTP i s nmi ntai ned between the server and each of the N client
identities.
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o The client sends NTP nessages to the master using each of its
N identities.

o The server responds to the client’s NIP nessages using the IP
address fromthe recei ved NTP packet.

o The client, upon receiving an NTP packet, uses the |IP destination
address to identify the path through which it came, and it uses
the time information accordingly.

o The client conbines the information fromall paths.
5.3. Dual -Ended Multipath Synchronization

I n dual -ended mul ti path synchronization, each clock has N IP
addresses. Tinme synchroni zati on nessages are exchanged between sone
of the conbinations of {master |IP, slave |IP} addresses, allow ng

nmul tiple paths between the master and slave. Note that the actua
nunber of paths between the master and sl ave may be | ess than the
nunber of chosen {naster IP, slave |P} address pairs.

Once the multiple two-way connections are established, a separate
synchroni zati on protocol exchange instance is run through each
of them

5.3.1. Dual -Ended MPPTP Synchroni zation Message Exchange
The dual -ended MPPTP message exchange procedure is as follows.
o Every clock has N I P addresses but uses a single clockldentity.

o The BMC algorithmat each clock deternmines the master. The naster
is identified by its clockldentity, allow ng other clocks to know
the multiple IP addresses it uses.

o Wien a clock sends an Announce nessage, it sends it from each of
its |P addresses with its clockldentity.

o A dual -ended MPPTP port that is in the ’slave state uses unicast
negotiation to request the master to transnit uni cast messages to
some or all of its N.s |IP addresses. This negotiation is done
i ndividual |y between a slave |IP address and the correspondi ng
master | P address with which the slave desires a connection. The
sl ave port periodically sends Signaling nessages to the naster,
using sone or all of its N s IP addresses as the source, to the
correspondi ng master’s N.m | P addresses. The Signaling nessage
i ncl udes the REQUEST_UNI CAST_TRANSM SSI ON TLV [ | EEE1588].
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o

5. 3.

("N.s’” and "N.m indicate the nunber of |P addresses of the slave
and master, respectively.)

The master periodically sends unicast Sync nessages from each of
its | P addresses to the corresponding slave | P addresses for which
a uni cast connection was negoti at ed.

The sl ave, upon receiving a Sync nessage, identifies its path
according to the {source IP, destination |IP} addresses. The sl ave
sends a Del ay_Req uni cast nmessage, swapping the source and
destination |IP addresses fromthe Sync message. Note that the
rate of Del ay Req nessages may be | ower than the Sync nessage
rate, and thus a Sync nmessage is not necessarily followed by a

Del ay_Req.

The master, in response to a Del ay_Req message fromthe slave,
responds with a Del ay_Resp message using the sourcePortldentity
fromthe Del ay Req nessage and swapping the | P addresses fromthe
Del ay_Req.

Upon receiving the Del ay_Resp nessage, the slave identifies the
path using the {source IP, destination |IP} address pair. The

sl ave can then conpute the correspondi ng path delay and the of fset
fromthe naster.

The slave conbines the information fromall negotiated paths.

Dual - Ended MPNTP Synchroni zati on Message Exchange

The MPNTP nessage exchange procedure is as foll ows.

o

Each NTP clock has a set of N IP addresses. The assunption is
that the server information, including its multiple |IP addresses,
is known to the NTP clients.

The MPNTP client chooses N svr server |P addresses and N c client
| P addresses and initiates the N svr*N c instances of the
protocol, one for each {server IP, client |P} address pair
allowing the client to conbine the information fromthe N s*N c
pat hs.

("N_svr’ and "N ¢’ indicate the nunber of |P addresses of the
server and client, respectively, with which a client chooses to
connect .)

The client sends NTP nmessages to the master using each of the
sour ce-destinati on address conbi nati ons.
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5.

o The server responds to the client’s NIP nessages using the IP
address conbination fromthe recei ved NTP packet.

o Using the {source IP, destination |P} address pair in the received
packets, the client identifies the path and performs its
conputations for each of the paths accordingly.

0 The client combines the information fromall paths.

Using Traceroute for Path D scovery
The approach described thus far uses nmultiple I P addresses in a
single clock to create nmultiple paths. However, although each
two-way path is defined by a different {master I P, slave |IP} address
pair, sone of the |IP address pairs may traverse exactly the sane
networ k path, maki ng them redundant.

Tracer out e-based path di scovery can be used for filtering only the IP

addresses that obtain diverse paths. ’'Paris traceroute’ [PARI S] and
"TraceFl ow [TRACEFLOWN are exanples of tools that discover the paths
between two points in the network. It should be noted that this

filtering approach is effective only if the Traceroute inplenentation
uses the same | P addresses and UDP ports as the synchronization
protocol packets. Since sone Traceroute inplenentations vary the UDP
ports, they may not be effective in identifying and filtering
redundant paths in synchronization protocols.

Traceroute-based filtering can be inplenmented by both master and

sl ave nodes, or it can be restricted to run only on slave nodes to
reduce the overhead on the nmaster. For networks that guarantee that
the path of the timng packets in the forward and reverse directions
are the same, path discovery should only be perfornmed at the sl ave.

Si nce network routes change over tine, path discovery and redundant
path filtering should be perforned periodically. Two {master IP
slave | P} address pairs that produce two diverse paths may be
rerouted to use the sanme paths. Thus, the set of addresses that are
used by each cl ock should be reassessed regul arly.
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5.5. Using Unicast Discovery for MPPTP

As presented above, MPPTP uses Announce nessages and the BMC
algorithmto discover the master. The unicast discovery option of
PTP can be used as an alternative.

When usi ng uni cast discovery, the MPPTP slave ports maintain a |ist
of the | P addresses of the master. The slave port uses unicast
negoti ation to request unicast service fromthe master as foll ows:

o |In single-ended MPPTP, the slave uses unicast negotiation from
each of its identities to the nmaster’s (only) identity.

o |In dual-ended MPPTP, the slave uses unicast negotiation fromits
| P addresses, each to a corresponding master | P address, to
request uni cast synchroni zati on messages.

Afterwards, the nessage exchange continues as described in
Sections 5.2.1 and 5. 3. 1.

The uni cast di scovery option can be used in networks that do not
support multicast or in networks in which the master cl ocks are known
in advance. In particular, unicast discovery avoids multicasting
Announce nessages.

6. Conbining Al gorithm

Previ ous sections discussed the methods of creating the multiple
pat hs and obtaining the tine information required by the sl ave
algorithm Once the time information is received through each of the
pat hs, the slave should use a conbining algorithm which consolidates
the information fromthe different paths into a single clock

Various net hods have been suggested for conbining information from
different paths or fromdifferent clocks, e.g., [NITP] [SLAVED V]

[H G+ AVAI] [KALMAN]. The choice of the conmbining algorithmis |oca
to the slave and does not affect interoperability. Hence, this
docunent does not define a specific method to be used by the sl ave.
The conbi ning al gorithm should be chosen carefully based on the
system properties, as different conbining algorithms provide

di fferent advantages. For exanple, sone conbining algorithns (e.g.

[ NTP] [ DELAY-ATT]) are intended to be robust in the face of security
attacks, while other conmbining algorithns (e.g., [KALMAN]) are nore
resilient to random delay variation

Shpi ner, et al. Experi ment al [ Page 13]



RFC 8039 Mul tipath Time Synchronization Decenmber 2016

7. Security Considerations

The security aspects of tine synchronization protocols are discussed
in detail in [RFC7384]. The nethods described in this document
propose to run a time synchronization protocol through redundant
paths and thus allow the detection and nmitigation of
man-in-the-mddl e attacks, as described in [ DELAY-ATT].

Specifically, multipath synchronization can nmtigate the follow ng
threats (as per [RFC7384]):

o Packet manipulation (Section 3.2.1 of [RFC7384]).
o Packet interception and renoval (Section 3.2.5 of [RFC7384]).
o Packet delay manipul ation (Section 3.2.6 of [RFC7384]).

It should be noted that when using multiple paths, these paths nmay
partially overlap, and thus an attack that takes place in a commobn
segnent of these paths is not mitigated by the redundancy. Moreover,
an on-path attacker may in sonme cases have access to nore than one
router or may be able to migrate fromone router to another
Therefore, when using nultiple paths, it is inportant for the paths
to be as diverse and as independent as possible, making the
redundancy schene nore tolerant to on-path attacks.

It should be noted that the multipath approach requires the naster
(or NTP server) to dedicate nore resources to each slave (client)
than the conventional single-path approach. Hence, well-known

Di stributed Denial -of -Service (DDoS) attacks may potentially be
anplified when the multipath approach is enabl ed.

8. Scope of the Experi nent

This menmo is published as an Experinental RFC. The purpose of the
experinmental period is to allow the community to analyze and to
verify the nethods defined in this docunent. An experinenta

eval uation of sone of these nethods has been published in [ MLTI].

It is expected that the experimental period will allow the nmethods to
be further investigated and verified by the community. The duration
of the experiment is expected to be no less than two years fromthe
publication of this document.
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