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Abst r act

Thi s docunent describes the usage of the Generic Routing
Encapsul ati on (GRE) header for Network Virtualization (NVGRE) in

mul ti-tenant data centers. Network Virtualization decouples virtua
net wor ks and addresses from physi cal network infrastructure,
providing isolation and concurrency between nultiple virtual networks
on the sane physical network infrastructure. This docunent also
introduces a Network Virtualization framework to illustrate the use
cases, but the focus is on specifying the data-plane aspect of NVGRE
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1. Introduction

Conventional data center network designs cater to largely static
wor kl oads and cause fragnentati on of network and server capacity [ 6]
[7]. There are several issues that |imt dynam c allocation and
consol i dation of capacity. Layer 2 networks use the Rapid Spanning
Tree Protocol (RSTP), which is designed to eliminate | oops by

bl ocki ng redundant paths. These elimnated paths translate to wasted
capacity and a highly oversubscri bed network. There are alternative
approaches such as the Transparent Interconnection of Lots of Links
(TRILL) that address this problem][13].

The network utilization inefficiencies are exacerbated by network
fragmentation due to the use of VLANs for broadcast isolation. VLANs
are used for traffic managenent and al so as the mechani smfor
providing security and performance isol ation anong services bel ongi ng
to different tenants. The Layer 2 network is carved into snaller-
sized subnets (typically, one subnet per VLAN, with VLAN tags
configured on all the Layer 2 switches connected to server racks that
host a given tenant’s services. The current VLAN linits
theoretically allow for 4,000 such subnets to be created. The size
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of the broadcast domain is typically restricted due to the overhead
of broadcast traffic. The 4,000-subnet limt on VLANs is no |onger
sufficient in a shared infrastructure servicing nultiple tenants.

Data center operators nmust be able to achieve high utilization of

server and network capacity. 1In order to achieve efficiency, it
shoul d be possible to assign workl oads that operate in a single Layer
2 network to any server in any rack in the network. It should also

be possible to mgrate workl oads to any server anywhere in the
network while retaining the workl oads’ addresses. This can be

achi eved today by stretching VLANs; however, when workl oads mgrate
the network needs to be reconfigured and that is typically error
prone. By decoupling the workload' s | ocation on the LAN fromits

net wor k address, the network administrator configures the network
once, not every tine a service mgrates. This decoupling enables any
server to becone part of any server resource pool

The foll owi ng are key design objectives for next-generation data
centers:

a) location-independent addressing

b) the ability to a scale the number of |ogical Layer 2 / Layer 3
networ ks, irrespective of the underlying physical topology or
t he number of VLANs

c) preserving Layer 2 semantics for services and allowing themto
retain their addresses as they nove within and across data
centers

d) providing broadcast isolation as workl oads nove around without
burdeni ng the network control plane

Thi s docunent describes use of the Generic Routing Encapsul ation
(GRE) header [3] [4] for network virtualization. Network
virtualization decouples a virtual network fromthe underlying
physi cal network infrastructure by virtualizing network addresses.
Conbi ned with a managenent and control plane for the virtual-to-
physi cal mappi ng, network virtualization can enable flexible virtua
machi ne pl acenent and novenent and provide network isolation for a
mul ti-tenant data center.

Network virtualization enabl es custoners to bring their own address
spaces into a nulti-tenant data center, while the data center

admini strators can place the customer virtual machi nes anywhere in
the data center without reconfiguring their network sw tches or
routers, irrespective of the custoner address spaces.
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1

1

Ter m nol ogy

Pl ease refer to RFCs 7364 [10] and 7365 [11] for nore forna
definitions of term nology. The following terns are used in this
docunent .

Custonmer Address (CA): This is the virtual |IP address assigned and

configured on the virtual Network Interface Controller (NIC) within
each VM This is the only address visible to VMs and applications

running within VMs.

Network Virtualization Edge (NVE): This is an entity that perfornms
the network virtualization encapsul ati on and decapsul ati on

Provi der Address (PA): This is the IP address used in the physica
network. PAs are associated with VM CAs through the network
virtualization mappi ng policy.

Virtual Machine (VM: This is an instance of an OGS running on top of
the hypervi sor over a physical machine or server. Miltiple VMs can
share the same physical server via the hypervisor, yet are conpletely
i sol ated fromeach other in terns of CPU usage, storage, and other OS
resour ces.

Virtual Subnet ldentifier (VSID: This is a 24-bit ID that uniquely
identifies a virtual subnet or virtual Layer 2 broadcast domain

Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [1].

In this document, these words will appear with that interpretation
only when in ALL CAPS. Lowercase uses of these words are not to be
interpreted as carrying the significance defined in RFC 2119.

Network Virtualization Using GRE (NVGRE)

This section describes Network Virtualization using GRE ( NVGRE)
Networ k virtualization involves creating virtual Layer 2 topol ogies
on top of a physical Layer 3 network. Connectivity in the virtua
topol ogy is provided by tunneling Ethernet franmes in GRE over |P over
t he physical network.

In NVGRE, every virtual Layer 2 network is associated with a 24-bit
identifier, called a Virtual Subnet Identifier (VSID. A VSIDis
carried in an outer header as defined in Section 3.2. This allows
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uni que identification of a tenant’s virtual subnet to various devices
in the network. A 24-bit VSID supports up to 16 mllion virtua
subnets in the sane managenent donmain, in contrast to only 4,000 that
is achievable with VLANs. Each VSID represents a virtual Layer 2

br oadcast domai n, which can be used to identify a virtual subnet of a
given tenant. To support nulti-subnet virtual topology, data center
adm ni strators can configure routes to facilitate comruni cation

bet ween virtual subnets of the same tenant.

GRE is a Proposed Standard fromthe IETF [3] [4] and provides a way
for encapsulating an arbitrary protocol over IP. NVGRE |everages the
GRE header to carry VSID information in each packet. The VSID
informati on in each packet can be used to build multi-tenant-aware
tools for traffic analysis, traffic inspection, and nonitoring.

The foll owi ng sections detail the packet format for NVGRE, describe
the functions of an NVGRE endpoint; illustrate typical traffic flow
both within and across data centers; and discuss address/policy
nmanagenent, and depl oynent consi derati ons.

3.1. NVGRE Endpoi nt

NVGRE endpoints are the ingress/egress points between the virtual and
the physical networks. The NVGRE endpoints are the NVEs as defined
in the Network Virtualization over Layer 3 (NVQ3) Framework docunent
[11]. Any physical server or network device can be an NVGRE
endpoint. One conmmon deploynent is for the endpoint to be part of a
hypervi sor. The primary function of this endpoint is to
encapsul at e/ decapsul ate Ethernet data franes to and fromthe GRE
tunnel, ensure Layer 2 senmantics, and apply isolation policy scoped
on VSID. The endpoint can optionally participate in routing and
function as a gateway in the virtual topology. To encapsulate an

Et hernet frame, the endpoint needs to know the | ocation information
for the destination address in the frame. This information can be
provi sioned via a nmanagenent plane or obtained via a conbination of
control -plane distribution or data-plane |earning approaches. This
docunent assunes that the | ocation information, including VSID, is
avail abl e to the NVGRE endpoi nt.

3.2. NVGRE Frane Format
The GRE header format as specified in RFCs 2784 [3] and 2890 [4] is
used for communicati on bet ween NVGRE endpoints. NVGRE | everages the

Key extension specified in RFC 2890 [4] to carry the VSID. The
packet format for Layer 2 encapsulation in GRE is shown in Figure 1
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Qut er Ethernet Header:
01234567890123456789012345678901
T S i i S i I S Sk i S SR S
| (Quter) Destination MAC Address |
B s i S i I i S S S i i
| (Quter)Destination MAC Address | (Quter)Source MAC Address |
i S i M SR S
(Quter) Source MAC Address |
T S T e i S e
Et hertype=C-Tag 802.1Q OQuter VLAN Tag Information |
i S S s s S i S i S S S =
Et hert ype 0x0800 |
B T T S S S S A

+- +-
onal
+- +-

—

CQuter | Pv4 Header:
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Version|] HL | Type of Service| Total Length |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
I dentification | FI ags| Fragment O f set |

I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Tinme to Live | Protocol Ox2F | Header Checksum |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| (Quter) Source Address |
B T s i I S e i S i i S S e S
| (Quter) Destination Address |
s S S i I S R R e h T Tk e S S S o T S

GRE Header:
B i T S T T i I i i S I e
0| |10 ReservedO | Ver | Prot ocol Type 0x6558 |
T S T Sl S R T it S S S i N
Virtual Subnet ID (VSID) | Fl owl D |
T S s i S S S e T S N L T
nner Et hernet Header
B i T S T T i I i i S I e
(I'nner) Destination MAC Address |
T i i T S i S S A S S S S i
(I'nner)Destination MAC Address | (Inner)Source MAC Address |
B i i S T i il i S N S
(I'nner) Source MAC Address |
i o i T S i I S S s ol ST SN S
Et hert ype 0x0800 |
B T T S S S S A

e e e e i S s
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I nner | Pv4 Header

s S S i I S R R e h T Tk e S S S o T S
| Version| HL | Type of Service] Total Length

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| I dentification | Fl ags| Fragment O f set

B T s i I S e i S i i S S e S
| Tinme to Live | Pr ot ocol | Header Checksum |
s S S i I S R R e h T Tk e S S S o T S
| Sour ce Address

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| Desti nati on Address

B T s i I S e i S i i S S e S
| Opt i ons Paddi ng |
s S S i I S R R e h T Tk e S S S o T S
| Original | P Payl oad

| |
.. .

R T S e e i i R S i ol o S SR S S S S S S e e
Fi gure 1: GRE Encapsul ation Frame For mat
Note: HL stands for Header Length.

The outer/delivery headers include the outer Ethernet header and the
outer |P header:

0 The outer Ethernet header: The source Ethernet address in the
outer frane is set to the MAC address associated with the NVGRE
endpoint. The destination endpoint may or may not be on the same
physi cal subnet. The destination Ethernet address is set to the
MAC address of the next-hop I P address for the destinati on NVE
The outer VLAN tag information is optional and can be used for
traffic managenment and broadcast scalability on the physica
net wor k.

0 The outer |P header: Both |Pv4 and | Pv6 can be used as the
delivery protocol for GRE. The |Pv4 header is shown for
illustrative purposes. Henceforth, the IP address in the outer
frane is referred to as the Provider Address (PA). There can be
one or nore PA associated with an NVGRE endpoint, with policy
controlling the choice of which PAto use for a given Custoner
Address (CA) for a custoner VM

In the GRE header:

o The C (Checksum Present) and S (Sequence Nunber Present) bits in
the CGRE header MJST be zero.
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o The K (Key Present) bit in the GRE header MJUST be set to one. The
32-bit Key field in the GRE header is used to carry the Virtua
Subnet ID (VSID) and the Fl ow D:

- Virtual Subnet ID (VSID): This is a 24-bit value that is used
to identify the NVGRE-based Virtual Layer 2 Network.

- FlowD: This is an 8-bit value that is used to provide per-flow
entropy for flows in the sane VSID. The Fl o D MUST NOT be
nodi fied by transit devices. The encapsul ati ng NVE SHOULD
provi de as much entropy as possible in the FlowD. If a FlowD
is not generated, it MJST be set to all zeros.

0 The Protocol Type field in the GRE header is set to 0x6558
(Transparent Ethernet Bridging) [2].

In the inner headers (headers of the GRE payl oad):

o The inner Ethernet frane conprises an inner Ethernet header
foll owed by optional inner IP header, followed by the |IP payl oad.
The inner frame could be any Ethernet data frane not just IP
Note that the inner Ethernet frame’s Frame Check Sequence (FCS) is
not encapsul at ed.

o For illustrative purposes, |Pv4 headers are shown as the inner IP
headers, but |Pv6 headers nay be used. Henceforth, the |IP address
contained in the inner frame is referred to as the Custoner
Address (CA).

3.3. Inner Tag as Defined by | EEE 802. 1Q

The inner Ethernet header of NVGRE MJUST NOT contain the tag as
defined by | EEE 802.1Q [5]. The encapsul ati ng NVE MJUST renove any
exi sting | EEE 802.1Q tag before encapsul ati on of the frame in NVGRE
A decapsul ating NVE MJUST drop the frane if the inner Ethernet frane
contains an | EEE 802. 1Q t ag.

3.4. Reserved VSID
The VSID range from 0-OxFFF is reserved for future use.

The VSI D OxFFFFFF is reserved for vendor-specific NVE-to-NVE
conmuni cati on. The sender NVE SHOULD verify the receiver NVE s
vendor before sending a packet using this VSID, however, such a
verification nechanismis out of scope of this document.

| mpl ement ati ons SHOULD choose a nechani smthat neets their

requi renents.
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4. NVGRE Depl oynent Consi derations
4.1. ECWVP Support

Equal - Cost Multipath (ECMP) may be used to provide | oad bal anci ng.

If ECWP is used, it is RECOMENDED that the ECMP hash is cal cul at ed
either using the outer IP frane fields and entire Key field (32 bits)
or the inner IP and transport franme fields.

4.2. Broadcast and Multicast Traffic

To support broadcast and nulticast traffic inside a virtual subnet,
one or nore adm nistratively scoped nulticast addresses [8] [9] can
be assigned for the VSID. Al nulticast or broadcast traffic
originating fromwithin a VSID is encapsul ated and sent to the
assigned nmulticast address. Froman administrative standpoint, it is
possi bl e for network operators to configure a PA nulticast address
for each nulticast address that is used inside a VSID; this
facilitates optinmal multicast handling. Depending on the hardware
capabilities of the physical network devices and the physical network
architecture, nultiple virtual subnets nmay use the sanme physical IP
mul ti cast address.

Al ternatively, based upon the configuration at the NVE, broadcast and
nmulticast in the virtual subnet can be supported using N-way unicast.
In Nway unicast, the sender NVE woul d send one encapsul at ed packet
to every NVE in the virtual subnet. The sender NVE can encapsul ate
and send the packet as described in Section 4.3 ("Unicast Traffic").
This alleviates the need for nmulticast support in the physica

net wor k.

4.3. Unicast Traffic

The NVGRE endpoi nt encapsul ates a Layer 2 packet in GRE using the
source PA associated with the endpoint with the destination PA
corresponding to the | ocation of the destination endpoint. As
outlined earlier, there can be one or nore PAs associated with an
endpoi nt and policy will control which ones get used for

conmuni cati on. The encapsul ated GRE packet is bridged and routed
normal Iy by the physical network to the destination PA. Bridging
uses the outer Ethernet encapsul ation for scope on the LAN. The only
requirenent is bidirectional |IP connectivity fromthe underlying
physi cal network. On the destination, the NVGRE endpoi nt

decapsul ates the GRE packet to recover the original Layer 2 frane.
Traffic flows sinmilarly on the reverse path.
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4.

4.

4.

4.

5.

6.

| P Fragmentati on

Section 5.1 of RFC 2003 [12] specifies mechanisnms for handling
fragment ati on when encapsulating IP within IP. The subset of
mechani snms NVGRE sel ects are intended to ensure that NVGRE-

encapsul ated frames are not fragmented after encapsul ation en route
to the destination NVGRE endpoint and that traffic sources can

| everage Path MU di scovery.

A sender NVE MUST NOT fragnent NVCGRE packets. A receiver NVE MAY

di scard fragnented NVGRE packets. It is RECOMVENDED that the MU of
the physical network accommpdates the |arger frame size due to
encapsul ation. Path MIU or configuration via control plane can be
used to neet this requirenent.

Addr ess/ Pol i cy Managenent and Routi ng

Address acquisition is beyond the scope of this docunent and can be
obtained statically, dynam cally, or using statel ess address

aut oconfiguration. CA and PA space can be either IPv4 or IPv6. In
fact, the address famlies don't have to match; for exanple, a CA can
be IPv4 while the PAis IPv6, and vice versa.

Cr oss- Subnet, Cross-Prem se Commruni cati on

One application of this framework is that it provides a seam ess path
for enterprises |ooking to expand their virtual machine hosting
capabilities into public clouds. Enterprises can bring their entire
| P subnet (s) and isolation policies, thus naking the transition to or
fromthe cloud sinpler. It is possible to nove portions of an IP
subnet to the cloud; however, that requires additional configuration
on the enterprise network and is not discussed in this docunent.
Enterprises can continue to use existing comunications nodels |ike
site-to-site VPN to secure their traffic.

A VPN gateway is used to establish a secure site-to-site tunnel over
the Internet, and all the enterprise services running in virtua

machi nes in the cloud use the VPN gateway to conmuni cate back to the
enterprise. For sinmplicity, we use a VPN gateway configured as a VM
(shown in Figure 2) to illustrate cross-subnet, cross-premn se

conmuni cati on.
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oo ee oo + oo ee oo +
| Server 1 | | Server 2 |
| +-------- + e-me oo + | [ S +
| | vmL | | vwe | ] | ] VPN Gat eway |
| | 1P=CAL | | IP=CA2 | | | | I'nternal External|
|| || || | | 1P=CAg IP=GAdc | |
| +-------- + Fo-memma- + | [ R +
| Hyper vi sor | | | Hypervisor| *
oo + o Te--t
| 1P=PA1 | 1 P=PA4 |
| | |
| R R + | : VPN
+--- - | Layer 3 Network [------ + : Tunne
oo + :
| :
o m e e e e e e e e e e e e e e e e e e e mmmmemamao o e -+
| Co
| I nt er net :
| b
o To-+
| %
| e +
| | VPN Gat eway |
|-~ |
| P=GAcor p| External |P=GAcorp
oo +
|
Tt +
| Corp Layer 3 Network |
| (I'n CA Space) |
oo +
|
oo +
| Server X |
| +---------- B Y IS + |
| | Corp VMel| | Corp VME2|
| | I1P=CAel | | |P=CAe2 |
| +---------- + Femmmmmaaaa +
| Hyper vi sor |
Tt +
Figure 2: Cross-Subnet, Cross-Prem se Comunication

The packet flowis simlar to the unicast traffic flow between VMs;

the key difference in this case
to a VPN gateway before it gets
part of

Garg & Wang

routing configuration in the CA space,
gateway i s provisioned for comunication back to the enterprise.

| nf or mat i ona

is that the packet needs to be sent
forwarded to the destination. As

a per-tenant VPN
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exanpl e illustrates an outbound connecti on between VML inside the
data center and VMel inside the enterprise network. Wen the

out bound packet from CAL to CAel reaches the hypervisor on Server 1
the NVE in Server 1 can performthe equivalent of a route |ookup on

the packet. The cross-prem se packet will match the default gateway
rule, as CAel is not part of the tenant virtual network in the data
center. The virtualization policy will indicate the packet to be

encapsul ated and sent to the PA of the tenant VPN gateway (PA4)
running as a VM on Server 2. The packet is decapsul ated on Server 2
and delivered to the VM gateway. The gateway in turn validates and
sends the packet on the site-to-site VPN tunnel back to the
enterprise network. As the communication here is external to the
data center, the PA address for the VPN tunnel is globally routable.
The outer header of this packet is sourced from GAdc destined to
GAcorp. This packet is routed through the Internet to the enterprise
VPN gat eway, which is the other end of the site-to-site tunnel; at
that point, the VPN gateway decapsul ates the packet and sends it
inside the enterprise where the CAel is routable on the network. The
reverse path is simlar once the packet reaches the enterprise VPN
gat eway.

4.7. Internet Connectivity

To enabl e connectivity to the Internet, an Internet gateway i s needed
that bridges the virtualized CA space to the public Internet address
space. The gateway needs to performtranslati on between the
virtualized world and the Internet. For exanple, the NVGRE endpoi nt
can be part of a |oad balancer or a NAT that replaces the VPN Gat eway
on Server 2 shown in Figure 2.

4.8. Managenent and Control Pl anes

There are several protocols that can manage and distribute policy;
however, it is outside the scope of this document. |nplenentations
SHOULD choose a mechani smthat meets their scal e requirenents.

4.9. NVGRE- Awar e Devi ces

One exanpl e of a typical deploynment consists of virtualized servers
depl oyed across multiple racks connected by one or nore |ayers of
Layer 2 switches, which in turn may be connected to a Layer 3 routing
domain. Even though routing in the physical infrastructure will work
wi t hout any nodification with NVGRE, devices that perform specialized
processing in the network need to be able to parse GRE to get access
to tenant-specific information. Devices that understand and parse
the VSID can provide rich nulti-tenant-aware services inside the data
center. As outlined earlier, it is inperative to exploit multiple
pat hs i nside the network through techni ques such as ECMP. The Key
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field (a 32-bit field, including both the VSID and the optiona

Fl om D) can provide additional entropy to the switches to exploit
path diversity inside the network. A diverse ecosystemis expected
to emerge as nore and nore devices beconme nulti-tenant aware. In the
interim wthout requiring any hardware upgrades, there are
alternatives to exploit path diversity with GRE by associ ating
multiple PAs with NVGRE endpoints with policy controlling the choice
of which PA to use.

It is expected that communi cati on can span multiple data centers and
al so cross the virtual/physical boundary. Typical scenarios that
require virtual -to-physical comunication include access to storage
and dat abases. Scenarios denandi ng | ossl ess Ethernet functionality
may not be anenable to NVGRE, as traffic is carried over an IP
networ k. NVGRE endpoi nts nedi ate between the network-virtualized and
non- networ k-virtuali zed environnents. This functionality can be

i ncorporated into Top-of-Rack sw tches, storage appliances, |oad

bal ancers, routers, etc., or built as a stand-al one appliance.

It is inperative to consider the inpact of any solution on host
performance. Today's server operating systens enpl oy sophisticated
accel eration techni ques such as checksum of fl oad, Large Send O fl oad
(LSO, Receive Segment Coal escing (RSC), Receive Side Scaling (RSS)
Virtual Machi ne Queue (VM), etc. These technol ogi es shoul d becone
NVGRE aware. | Psec Security Associations (SAs) can be offl oaded to
the NIC so that conputationally expensive cryptographic operations
are performed at line rate in the NIC hardware. These SAs are based
on the | P addresses of the endpoints. As each packet on the wire
gets translated, the NVGRE endpoint SHOULD i ntercept the offl oad
requests and do the appropriate address translation. This will
ensure that |Psec continues to be usable with network virtualization
whi | e taking advantage of hardware of fl oad capabilities for inproved
per f or mance.

4.10. Network Scalability with NVGRE

One of the key benefits of using NVGRE is the | P address scalability
and in turn MAC address table scalability that can be achi eved. An
NVGRE endpoi nt can use one PA to represent multiple CAs. This |owers
the burden on the MAC address table sizes at the Top-of - Rack

swi tches. One obvious benefit is in the context of server
virtualization, which has increased the demands on the network
infrastructure. By enbeddi ng an NVGRE endpoint in a hypervisor, it
is possible to scale significantly. This framework enables |ocation
i nformation to be preconfigured inside an NVGRE endpoi nt, thus

al l owi ng broadcast ARP traffic to be proxied locally. This approach
can scale to |l arge-sized virtual subnets. These virtual subnets can
be spread across multiple Layer 3 physical subnets. It allows
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wor kl oads to be nobved around wi thout inposing a huge burden on the
network control plane. By elimnating nost broadcast traffic and
converting others to nmulticast, the routers and switches can function
nore optimally by building efficient nmulticast trees. By using
server and network capacity efficiently, it is possible to drive down
the cost of building and nmanagi ng data centers.

5. Security Considerations

Thi s proposal extends the Layer 2 subnet across the data center and
i ncreases the scope for spoofing attacks. Mtigations of such
attacks are possible with authentication/encryption using |Psec or
any other |P-based mechanism The control plane for policy
distribution is expected to be secured by using any of the existing
security protocols. Further managenent traffic can be isolated in a
separ at e subnet/VLAN.

The checksumin the GRE header is not supported. The mtigation of
this is to depl oy an NVGRE-based solution in a network that provides
error detection along the NVGRE packet path, for exanple, using

Et hernet Cyclic Redundancy Check (CRC) or |Psec or any other error
detecti on mechani sm
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