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Abst ract

Thi s docunent specifies a stateless solution for service providers to
progressively deploy IPv6-only network domains while still offering

| Pv4 service to custoners. The solution’s distinctive properties are
that TCP/ UDP | Pv4 packets are valid TCP/ UDP | Pv6 packets during
domai n traversal and that |Pv4 fragnentation rules are fully
preserved end to end. Each customer can be assigned one public |IPv4
address, several public |IPv4 addresses, or a shared address with a
restricted port set.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the I ESG are a candi date for any |evel of
I nternet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7600.
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1

| ntroducti on

For service providers to progressively deploy |Pv6-only network
domains while still offering |Pv4 service to customers, the need for
a stateless solution, i.e., one where no per-custoner state is needed
in I Pv4-1Pv6 gateway nodes of the provider, has been discussed in

[ Sol utions-4v6]. This docunent specifies one such solution, nanmed
"4rd" for |1Pv4 Residual Deploynent. |Its distinctive properties are
that TCP/UDP | Pv4 packets are valid TCP/UDP | Pv6 packets during
domain traversal and that |IPv4 fragnentation rules are fully
preserved end to end.

Using this solution, |IPv4 packets are transparently tunnel ed across
| Pv6 networks (the reverse of | Pv6 Rapid Depl oynent on | Pv4
Infrastructures (6rd) [RFC5969], in which |IPv6 packets are

statel essly tunnel ed across | Pv4 networks).

Wil e I Pv6 headers are too long to be mapped into | Pv4 headers (which
is why 6rd requires encapsulation of full |1Pv6 packets in |Pv4d
packets), | Pv4 headers can be reversibly translated into | Pv6 headers
in such a way that, during |IPv6 domain traversal, UDP packets having
checksuns and TCP packets are valid |IPv6 packets. |Pv6-only

m ddl eboxes that perform deep packet inspection can operate on them
in particular for port inspection and web caches.

In order to deal with the | Pv4 address shortage, custonmers can be
assigned shared public I Pv4 addresses with statically assigned
restricted port sets. As such, it is a particular application of the
Address plus Port (A+P) approach [ RFC6346] .

Depl oying 4rd in networks that have enough public |IPv4 addresses,
customer sites can also be assigned full public |IPv4 addresses. 4rd
al so supports scenarios where a set of public | Pv4 addresses are
assigned to custoner sites.

The design of 4rd builds on a nunber of previous proposals nmade for
| Pv4-via-1Pv6 transition technol ogi es (Section 7).

In some use cases, |Pv4-only applications of 4rd-capable custoner
nodes can al so work with stateful NAT64s [ RFC6146], provided these
are upgraded to support 4rd tunnels in addition to their 1P/ 1CW
translation [ RFC6145]. The advantage is then a nore conplete |Pv4
transparency than with double translation

How the 4rd nodel fits in the Internet architecture is summarized in
Section 3. The protocol specifications are detailed in Section 4.
Sections 5 and 6 deal with security considerations and | ANA

consi derations, respectively. Previous proposals that influenced
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this specification are listed in Section 7. A few typical 4rd use
cases are presented in Appendices A, B, C, D, and E

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

| SP: Internet Service Provider. 1In this docunment, the service it
of fers can be DSL, fiber-optics, cable, or nobile. The ISP can
al so be a private-network operator.

4rd (1 Pv4 Residual Deploynent): An extension of the |Pv4 service
where public | Pv4 addresses can be statically shared anong
several customer sites, each one being assigned an excl usive
port set. This service is supported across |Pv6-routing
domai ns.

4rd domain (or Donmin): An |SP-operated |IPv6 network across which
4rd is supported according to the present specification

Tunnel packet: An |IPv6 packet that transparently conveys an |Pv4
packet across a 4rd domain. Its header has enough infornmation
to reconstitute the | Pv4 header at Donain exit. |Its payload is
the original |Pv4 payl oad.

CE (Custoner Edge): A custoner-side tunnel endpoint. It can be in a
node that is a host, a router, or both.

BR (Border Relay): An ISP-side tunnel endpoint. Because its
operation is statel ess (neither per CE nor per session state),
it can be replicated in as many nodes as needed for scalability.

4rd | Pv6 address: |Pv6 address used as the destination of a Tunne
packet sent to a CE or a BR

NAT64+: An | SP NAT64 [ RFC6146] that is upgraded to support 4rd
tunneling when | Pv6 addresses it deals with are 4rd | Pv6
addr esses.

4rd 1 Pv4 address: A public IPv4 address or, in the case of a shared
public I Pv4 address, a public transport address (public |Pv4
address plus port nunber).

PSID (Port-Set Identifier): A flexible-length field that
algorithmcally identifies a port set.
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4rd 1Pv4 prefix: A flexible-length prefix that nay be a public |IPv4
prefix, a public |Pv4 address, or a public |Pv4 address foll owed
by a PSID.

Mapping rule: A set of paraneters that are used by BRs and CEs to
derive 4rd | Pv6 addresses from4rd | Pv4 addresses. Mapping
rules are al so used by each CE to derive a 4rd IPv4 prefix from
an | Pv6 prefix that has been delegated to it.

EA bits (Enbedded Address bits): Bits that are the sane in a 4rd
| Pv4 address and in the 4rd | Pv6 address derived fromit.

BR Mapping rule: The Mapping rule that is applicable to off-domain
| Pv4 addresses (addresses reachable via BRs). It can also apply
to sone or all CE-assigned |Pv4 addresses.

CE Mapping rule: A Mapping rule that is applicable only to
CE- assi gned | Pv4 addresses (shared or not).

NAT64+ Mapping rule: The Mapping rule that is applicable to | Pv4
addresses reachabl e via a NAT64+.

CNP (Checksum Neutrality Preserver): A field of 4rd | Pv6 addresses
that ensures that TCP-1i ke checksuns do not change when | Pv4
addresses are replaced with 4rd | Pv6 addresses.

4rd Tag: A 16-bit tag whose value allows 4rd CEs, BRs, and NAT64+s
to distinguish 4rd |1 Pv6 addresses from other |Pv6 addresses.
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3. The 4rd Mbde

4rd Donmai n

o m e e e e e e eemao - +

| | Pv6 routing |

| Enforced ingress filtering | +----------

| A
Customer site | | BR(s) | [IPv4
R + | BR I Pv6 prefix --> |and/or| Internet
| dual -stack | | | NAT64+
| +- -+ | Fomm - - +
| | CE+-+ <-- a CE IPv6 prefix | |
| ot | | e
| || |
R + | <--1Pv4 tunnel s--> R

=> Derived | (Mesh or hub-and-spoke |

4rd | Pv4 prefi x| t opol ogi es) | | Pv6

| | Internet

| |

| R

o m e e e e e e eemao - +

<== one or several WMapping rules
(e.g., announced to CEs in statel ess DHCPv6)

Figure 1: The 4rd Mddel in the Internet Architecture

How the 4rd nodel fits in the Internet architecture is represented in
Figure 1.

A 4rd domain is an I Pv6 network that includes one or several 4rd BRs
or NAT64+s at its border with the public IPv4 Internet and that can
advertise its | Pv4-1Pv6 Mapping rule(s) to CEs according to

Section 4.9.

BRs of a 4rd Domain are all identical as far as 4rd is concerned. In
a 4rd CE, the | Pv4 packets that need to reach a BRwill be
transforned (as detailed in Section 4.3) into | Pv6 packets that have
the sane anycast |Pv6 prefix, which is the 80-bit BR prefix, in their
destinati on addresses. They are then routed to any of the BRs. The
80-bit BR IPv6 prefix is an arbitrarily chosen /64 prefix fromthe

| Pv6 address space of the network operator and appended w th 0x0300
(16-bit 4rd Tag; see R 9 in Section 4.5).
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Using the Mapping rule that applies, each CE derives its 4rd | Pv4
prefix fromits delegated I Pv6 prefix, or one of themif it has
several ; see Section 4.4 for details. |If the obtained |IPv4 prefix
has nmore than 32 bits, the assigned | Pv4 address is shared anpbng
several CEs. Bits beyond the first 32 specify a set of ports whose
use is reserved for the CE

I Pv4 traffic is automatically tunnel ed across the Domain, in either
mesh topol ogy or hub-and-spoke topol ogy [ RFC4925]. By default, |Pv4
traffic between two CEs follows a direct |Pv6 route between them
(mesh topology). |If the ISP configures the hub-and-spoke option
each |1 Pv4 packet fromone CE to another is routed via a BR

During Domain traversal, each tunneled TCP/ UDP | Pv4 packet |ooks |ike
a valid TCP/UDP | Pv6 packet. Thus, TCP/ UDP access control |ists that
apply to I Pv6, and possibly sone other functions using deep packet

i nspection, also apply to | Pv4.

In order for IPv4 anti-spoofing protection in CEs and BRs to renain
ef fecti ve when conbined with 4rd tunneling, ingress filtering
[ RFC3704] has to be in effect in IPv6 (see R-12 and Section 5).

If an |1 SP wi shes to support dynam c | Pv4 address sharing in addition
to or in place of 4rd statel ess address sharing, it can do so by
neans of a stateful NAT64. By upgrading this NAT to add support for
4rd tunnels, which nakes it a NAT64+, CEs that are assigned no static
| Pv4 space can benefit fromconplete | Pv4 transparency between the CE
and the NAT64. (Wthout this NAT64 upgrade, IPv4 traffic is
translated to I Pv6 and back to I Pv4, during which time the DF =

M- = 1 conbination for | Pv4, as recomended for host fragnentation in
Section 8 of [RFC4821], is lost.)

| Pv4 packets are kept unchanged by Donain traversal, except that:

o The IPv4 Time To Live (TTL), unless it is 1 or 255 at Donain
entry, decreases during Domain traversal by the nunber of
traversed routers. This is acceptable because it is undetectable
end to end and al so because TTL val ues that can be used with sone
protocols to test the adjacency of communicating routers are
preserved [ RFC4271] [RFC5082]. The effect on the traceroute
utility, which uses TTL expiry to discover routers of end-to-end
paths, is noted in Section 4.3.
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o |Pv4d packets whose | engths are <= 68 octets al ways have their
"Don’t Fragnment" (DF) flags set to 1 at Dommin exit even if they
had DF = 0 at Domain entry. This is acceptable because these
packets are too short to be fragmented [ RFC791] and so their DF
bits have no neaning. Besides, both [RFC1191] and [ RFC4821]
recomend that sources always set DF to 1

0 Unless the Tunnel Traffic C ass option applies to a Domain
(Section 4.2), 1Pv4 packets nay have their Type of Service (TOS)
fields nodified after Domain traversal (Section 4.7).

4. Protocol Specifications

This section describes detailed 4rd protocol specifications. They
are nmainly organi zed by functions. As a brief summary:

0 A 4rd CE MJST follow R-1, R2, R3, R4, R6, R7, R8 R9, R10,
R-11, R 12, R 13, R 14, R 16, R 17, R 18, R 19, R 20, R 21, R-22,
R-23, R 24, R 25, R-26, and R 27.

0 A 4rd BR MJST follow R-2, R3, R4, R5 R6, R9 R12, R 13
R-14, R 15, R 19, R 20, R 21, R 22, and R-24.

4.1. NAT44 on CE

R-1: A CE node that is assigned a shared public |IPv4 address MJUST
i ncl ude a NAT44 [ RFC3022]. This NAT44 MJST only use externa
ports that are in the CE-assigned port set.

NOTE: This specification only concerns |Pv4 comuni cati on between

| Pv4- capabl e endpoi nts. For comuni cation between | Pv4-only

endpoi nts and | Pv6-only renpte endpoints, the "Bunp-in-the-Host"
(BI'H) specification [ RFC6535] can be used. |t can coexist in a node
with the CE function, including scenarios where the |Pv4-only
function is a NAT44 [ RFC3022].
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4.2. Mapping Rules and Ot her Donmain Paraneters

R-2: CEs and BRs MJUST be configured with the foll ow ng Domain
par anet ers:

A. One or several Mapping rules, each one conprising the
fol | owi ng:

1. Rule IPv4 prefix

2. EA-bits length

3. Rule IPv6 prefix

4. Wl l-Known Ports (VWKPs) authorized (OPTI ONAL)
B. Domain Path Mru ( PMru)
C. Hub-and-spoke topol ogy (Yes or No)
D. Tunnel Traffic Cass (OPTI ONAL)

"Rule IPv4 prefix” is used to find, by a | ongest match, which Mappi ng
rule applies to a 4rd | Pv4 address (Section 4.5). A Mapping rule
whose Rule IPv4 prefix is longer than /0 is a CE Mapping rule. BR
and NAT64+ Mapping rules, which nmust apply to all off-domain | Pv4d
addresses, have /0 as their Rule |Pv4 prefixes.

"EA-bits length" is the nunber of bits that are common to 4rd | Pv4
addresses and 4rd | Pv6 addresses derived fromthem [In a CE Mpping
rule, it is also the nunber of bits that are conmon to a CE-del egated
| Pv6 prefix and the 4rd IPv4 prefix derived fromit. BR and NAT64+
Mappi ng rul es have EA-bits |l engths equal to 32.

"Rule IPv6 prefix" is the prefix that is used as a substitute for the
Rule 1 Pv4 prefix when a 4rd I Pv6 address is derived froma 4rd | Pv4d
address (Section 4.5). In a BR Mapping rule or a NAT64+ Mappi ng
rule, it MJST be a /80 prefix whose bits 64-79 are the 4rd Tag.

"WKPs aut horized" may be set for Mapping rules that assign shared

| Pv4 addresses to CEs. (These rules are those whose | ength of the
Rule 1 Pv4 prefix plus the EA-bits I ength exceeds 32.) If set,

wel | -known ports nmay be assigned to sone CEs having particular |Pv6
prefixes. If not set, fairness is privileged: all |Pv6 prefixes
concerned with the Mapping rule have port sets having identica

val ues (no port set includes any of the well-known ports).
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"Domain PMITU" is the IPv6 Path MIU that the | SP can guarantee for al
of its I Pv6 paths between CEs and between BRs and CEs. |t MJST be at
| east 1280 octets [ RFC2460].

"Hub- and- spoke topol ogy", if set to Yes, requires CEs to tunnel al
| Pv4 packets via BRs. |If set to No, CE-to-CE packets take the sane
routes as native |Pv6 packets between the sane CEs (nesh topol ogy).

“"Tunnel Traffic Cass", if provided, is the IPv6 traffic class that

BRs and CEs MJST set in Tunnel packets. |In this case, evolutions of
the I1Pv6 traffic class that may occur during Donmain traversal are not
reflected in TCS fields of |Pv4d packets at Dommin exit (Section 4.7).

4.3. Reversible Packet Translations at Domain Entries and Exits

R-3: Domain-entry nodes that receive | Pv4 packets with | Pv4 options
MUST di scard these packets and return | CMPv4 error messages to
signal |Pv4-option inconpatibility (Type = 12, Code = 0,
Pointer = 20) [RFC792]. This limtation is acceptabl e because
there are a lot of firewalls in the current IPv4 Internet that
also filter 1 Pv4 packets with I Pv4 options.

R-4: Domain-entry nodes that receive | Pv4 packets without |Pv4
options MJST convert themto Tunnel packets, with or without
| Pv6 fragment headers, depending on what is needed to ensure
| Pv4 transparency (Figure 2). Donmmin-exit nodes MJST convert
them back to | Pv4 packets.

An | Pv6 fragmentation header MUST be included at tunnel entry

(Figure 2) if and only if one or several of the follow ng

condi tions hol d:

* The Tunnel Traffic Class option applies to the Domain

* TTL = 1 OR TTL = 255.

* The | Pv4 packet is already fragmented, or nmay be fragnented
later on, i.e., if Mm =1 ORoffset >0 OR (total length >
68 AND DF = 0).

In order to optim ze cases where fragnentati on headers are

unnecessary, the NAT44 of a CE that has one SHOULD send packets
with TTL = 254.
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R-5: I n Dommi ns whose chosen topol ogy is hub-and-spoke, BRs that
receive 4rd | Pv6 packets whose enbedded destination |Pv4
addresses match a CE Mapping rule MJST do the equival ent of
reversibly translating their headers to | Pv4 and then
reversibly translate them back to I Pv6 as though packets woul d
be entering the Domain

(A) Wthout I Pv6 fragment header

| Pv4 packet Tunnel packet
Fom e e e oo + S S +
20| | Pv4 Header | <==> o | Pv6 Header | 40
o e e e e e oo + R +
| | P Payl oad | <==> | | P Payl oad
| | Layer 4 |
oo + unchanged oo +

(B) Wth IPv6 fragnment header
Tunnel packet

R SRR R +
| Pv4 packet . | Pv6 Header | 40
Fom e e e oo + S S +
20| | Pv4 Header | <==> : |1 Pv6 Fragment Header| 8
o e e e e e oo + R +
| | P Payl oad | <==> | | P Payl oad
| | Layer 4 |
oo + unchanged oo +

Figure 2: Reversible Packet Translation
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R-6: Values to be set in |IPv6 header fields at Domain entry are
detailed in Table 1 (no fragment header) and Table 2 (with
fragment header). Those to be set in |IPv4 header fields at
Domain exit are detailed in Table 3 (no fragnent header) and
Table 4 (with fragnment header).

To convey | Pv4d header information that has no equivalent in

| Pv6, sone ad hoc fields are placed in IPv6 flow labels and in
Identification fields of I Pv6 fragnent headers, as detailed in
Fi gure 3.

4 19|
T S T i S g S
Addr _Prot Cksm |

T S S e T S T St S S S
| Pv6 Fl ow Label

1

+

1
+— +—

1
+
1

012 | 8 | 16 31
e L ok e i i S R e
N 0 | | Pv4_TOS | IPv4_ID
R T i i o S R e I N N SR S N S o i SR R SR
/ \ TTL_255 | Pv6 ldentification Field
TL_ 1 (in fragment header if needed)

Figure 3: 4rd ldentification Fields of |IPv6 Fragnent Headers

See Section 4.5
See Section 4.5

Sour ce address
Desti nati on address

o m e e e e aa o - o m e e e e e e e e e e e e e e e e e aa o +
| 1Pv6 Field | Value (fields fromIPv4 header)
T o m m e e e e e e e e e e e e e e m e oo oo +
| Version | 6 |
| Traffic dass | TGS

| Addr_Prot_Cksm | Sum of addresses and Protocol (Note 1)

| Payl oad | ength | Total length - 20

| Next header | Protocol

| Hop limt | Tinme to Live

| | |
| | |

Table 1: |1 Pv4-to-1Pv6 Reversible Header Transl ation
(wi t hout Fragnent Header)
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Ver si on
Traffic O ass
Addr _Prot _Cksm
Payl oad | ength
Next header
Hop limt

| |
| TOS OR Tunnel Traffic Class (Section 4.7)
| Sum of addresses and Protocol (Note 1)

| Total length - 12 |
| 44 (fragnment header)

| IF Tine to Live = 1 or 255 THEN 254

| ELSE Tinme to Live (Note 2)

| Source address See Section 4.5 |
| Dest. address See Section 4.5

| Pr ot ocol |
| | Pv4 fragnment offset

| |
| |
| |
| |
| |
| |

2nd next header
Fragment of fset

M More Fragments flag (M)
| Pv4_DF Don’t Fragnent flag (DF)
TTL_1 IF Time to Live = 1 THEN 1 ELSE O (Note 2)
TTL_255 IF Time to Live = 255 THEN 1 ELSE O (Note 2)
| Pv4_ TGOS Type of Service (TOS)
IPv4_ID I dentification
e e +

Table 2: 1 Pv4-to-1Pv6 Reversible Header Transl ation
(with Fragnent Header)

e oo e oo +
| 1Pv4 Field | Value (fields froml|Pv6 header) |
o e oo o e m e e e e e e e e e e e e e e e +

Ver si on 4

Header | ength 5

TCS Traffic O ass

Total |ength Payl oad | ength + 20

| dentification 0

DF 1

Fragment of fset 0

Time to Live Hop count
Pr ot ocol Next header

Header checksum
Sour ce address
Dest. address

Conput ed as per [RFC791] (Note 3)
Bits 80-111 of source address

| | |
| | |
| | |
| | |
| | |
| | |
| M | O |
| | |
| | |
| | |
| | |
| | Bits 80-111 of destination address

Table 3: | Pv6-to-1Pv4 Reversi bl e Header Transl ation
(wi t hout Fragment Header)
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o e e a o o m m e e e e e e e e e e e e e e e eeeemooan +
| IPv4 Field | Value (fields fromI|Pv6 header) |
o e e e e o oo o e e e e e e e e e e e e e e e me—m oo +

Ver si on 4

Header | ength 5

TGS Traffic Class OR I1Pv4_TOS (Section 4.7)

Total length Payl oad | ength + 12

I dentification IPv4_ID

DF | Pv4_DF

M- M

Time to Live (Note 2) IF TTL_255 = 1 THEN 255
ELSEIF TTL_1 = 1 THEN 1
ELSE hop count
2nd next header
Conput ed as per [RFC791] (Note 3)
Bits 80-111 of source address
Bits 80-111 of destinati on address

| | |
| | |
| | |
| | |
| | |
| | |
| | |
| Fragnment offset | Fragnment offset |
| | |
| | |
| | |
| Protocol | |
| Header checksum |

| Source address | |
| Destination address |

Table 4: |1 Pv6-to-1Pv4d Reversi bl e Header Transl ation

(with Fragnent Header)

NOTE 1: The need to save in the |IPv6 header a checksum of both |Pv4
addresses and the I Pv4 protocol field results fromthe follow ng
facts: (1) header checksuns, present in |IPv4 but not in |Pv6, protect
addresses or protocol integrity; (2) in IPv4, |ICVWP nessages and

nul | -checksum UDP dat agr anms depend on this protection because, unlike
ot her dat agrams, they have no other address-and-protocol integrity
protection. The sum MJUST be perforned in ordinary two's conpl enent
arithmetic.

| P-1ayer Packet length is another field covered by the |Pv4 header
checksum It is not included in the saved checksum because (1) doing
so woul d have conflicted with [ RFC6437] (flow | abels nust be the same
in all packets of each flow); (2) |ICWPv4 nessages have good enough
protection with their own checksuns; (3) the UDP length field
provides to null-checksum UDP datagrans the sanme | evel of protection
after Domain traversal as w thout Donmain traversal (consistency

bet ween | P-1ayer and UDP-1ayer |engths can be checked).
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NOTE 2: TTL treatnment has been chosen to pernit adjacency tests

bet ween two | Pv4 nodes situated at both ends of a 4rd tunnel. TTL
val ues to be preserved for this are TTL = 255 and TTL = 1. For ot her
val ues, TTL decreases between two | Pv4 nodes as though the traversed
| Pv6 routers were | Pv4 routers.

The effect of this TTL treatnment on | Pv4 traceroute is specific:

(1) the nunber of routers of the end-to-end path includes traversed
| Pv6 routers; (2) IPv6 routers of a Domain are listed after |Pv4
routers of Domain entry and exit; (3) the |IPv4 address shown for an
| Pv6 router is the IPv6-only dumy | Pv4 address (Section 4.8);

(4) the response tinme indicated for an IPv6 router is that of the
next router.

NOTE 3: Provided the sum of obtained | Pv4 addresses and protoco

mat ches Addr_Prot _Cksm If not, the packet MJST be silently
di scar ded.
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4.4. Address Mapping from CE | Pv6 Prefixes to 4rd |1 Pv4 Prefixes

Longest match :
with a Rule I Pv6 prefix :

[ ] : EA-Dbits
: \/ : [ engt h
e + | :
Rul e 1 Pv6 prefix | <----"---->:
o e m e e e e e oo + :
N :
\/ :
e e +
| Rule 1Pv4 prefix | EA bits
o e oo TSR +
e +
| CE 4rd | Pv4 prefix
T +
[\ :
/ \ :
: I\
/ : \
<= 32 : > 32
. + e -t
| 1Pv4 prfx or add] OR | | Pv4 address | PSID|
o m e e o + o e oo +----+
32 ||
\/
(by default) (I'f WKPs aut hori zed)
e T + Fom e oo o -
Ports in | > O] PSI D] any val ue]| R | PSI D] any val ue
the CE port set +---4----+4--------- + e
4 12 : : 16

Figure 4. From CE IPv6 Prefix to 4rd | Pv4 Address and Port Set

R-7: A CE whose del egated |1 Pv6 prefix matches the Rule I Pv6 prefix
of one or several Mapping rules MJST sel ect the CE Mapping rule
for which the match is the longest. It then derives its 4rd
| Pv4 prefix as shown in Figure 4: (1) The CE replaces the Rule
IPv6 prefix with the Rule IPv4 prefix. The result is the CE
4rd 1Pv4 prefix. (2) If this CE 4rd IPv4 prefix has |l ess than

32 bits, the CE takes it as its assigned IPv4 prefix. |If
has exactly 32 bits, the CE takes it as its |IPv4 address.
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it has nore than 32 bits, the CE MUST take the first 32 bits as
its shared public I Pv4 address and bits beyond the first 32 as
its Port-Set identifier (PSID). Ports of its restricted port
set are by default those that have any non-zero value in their
first 4 bits (the PSID offset), followed by the PSID, and
followed by any values in remaining bits. |f the WP

aut hori zed option applies to the Mapping rule, there is no
4-bit offset before the PSID so that all ports can be assigned.

NOTE: The choice of the default PSID position in port fields
has been gui ded by the followi ng objectives: (1) for fairness,
avoi d having any of the well-known ports 0-1023 in the port set
specified by any PSID value; (2) for conmpatibility with RTP/
RTCP [ RFC4961], include in each port set pairs of consecutive
ports; (3) in order to facilitate operation and training, have
the PSID at a fixed position in port fields; (4) in order to
facilitate docunmentation in hexadecimal notation, and to
facilitate maintenance, have this position nibble-aligned.
Ports that are excluded from assi gnnment to CEs are 0-4095,

i nstead of just 0-1023, in a trade-off to favor nibble

al i gnment of PSIDs and overall sinplicity.

A CE whose del egated I Pv6 prefix has its |longest match with the
Rule 1 Pv6 prefix of the BR Mapping rule MJST take as its |IPv4
address the 32 bits that, in the delegated |Pv6 prefix, follow
this Rule IPv6 prefix. |If this is the case while the hub-and-
spoke option applies to the Domain, or if the Rule IPv6 prefix
is not a /80, there is a configuration error in the Domain. An
i mpl enent ati on-dependent admi nistrative action MAY be taken

A CE whose del egated | Pv6 prefix does not match the Rule | Pv6
prefix of either any CE Mapping rule or the BR Mapping rule,
and is in a Domain that has a NAT64+ Mapping rul e, MJST be
noted as having the unspecified | Pv4 address.
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4.5, Address Mapping fromd4rd | Pv4 Addresses to 4rd | Pv6 Addresses

32 : 16 \
o m e e e e e e e e e aamn B S PSS +|
| Pv4 address | |Port_or ICMP_IDl | Shared-address
R e R +----+ | case
Longest match . . 4 PSID: | (PSID Il ength
with a Rule I Pv4 prefix : :length: | of the rule > 0)
[ ] : : : | with WKPs
\/ : | not authorized
LT R + +o----- + | (PSID offset = 4)
| Rule 1 Pv4 prefix||Pv4d suffix| | PSID |
T e + S e + |
N \ \ | | |
\/ \ \| / |
oo Fomm e Fo-- - + /
Rul e 1 Pv6 prefix | EA bits |
o e m e e e e e oo R +
s +
| | Pv6 prefix |
o e e e e e e e e e e e e mmm e mamao o +
\ o\
\ / \
/ \ \
[/ (CE Mappi ng rule) \ (BR Mappi ng rul e) \
: <= 64 : 112 :
Fomm oo - B L +-- -+ Fomm oo o - S +-- -+
| CE v6 prfx| O |tag|v4 add| CNP| | BR 1 Pv6 prefix|tag|v4 add| CNP
Fomm e m e B I S g +-- -+ R R +-- -+
<=64 : | :16 : 32 :16 : : 64 ;16 : 32 :16

|
Padding to /64

Figure 5 Fromd4rd | Pv4 Address to 4rd | Pv6 Address
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BRs, and CEs that are assigned public |Pv4 addresses, shared or
not, MJST derive 4rd |IPv6 addresses from4rd | Pv4 addresses via
the steps below or their functional equivalent (Figure 5
details the shared public |IPv4 address case):

NOTE: The rules for formng 4rd-specific Interface ldentifiers
(I'1Ds) are to obey [RFC7136]:

"Specifications of other forms of 64-bit |1 Ds MJST specify how
all 64 bits are set."

and

"the whole 11D value MIST be viewed as an opaque bit string by
third parties, except possibly in the lIocal context."

(1) If hub-and-spoke topol ogy does not apply to the Domain, or
if it applies but the IPv6 address to be derived is a
source address froma CE or a destination address froma
BR, find the CE Mapping rule whose Rule IPv4 prefix has
the |l ongest match with the | Pv4 address.

If no Mapping rule is thus obtained, take the BR Mappi ng
rul e.

If the obtained Mapping rule assigns |IPv4 prefixes to CEs,
i.e., if the length of the Rule IPv4d prefix plus EA-bits
length is 32 - k, with k >= 0, delete the last k bits of
the |1 Pv4 address.

QO herwise, if the length of the Rule I Pv4 prefix plus the
EA-bits length is 32 + k, with k > 0, take k as the PSID

l ength and append to the | Pv4 address the PSID copied from
bits p to p+3 of the Port_or ICWP_ID field where (1) p

the PSID offset, is 4 by default and 0 if the WKPs

aut hori zed option applies to the rule; (2) the
Port or ICMP_ID field is in bits of the |IP payl oad that
depend on whether the address is source or destination, on
whet her the packet is ICMP or not, and, if it is |ICW
whether it is an error message or an Echo nessage. This
field is:

a. |If the packet Protocol is not ICVWP, the port field
associated with the address (bits 0-15 for a source
address and bits 16-31 for a destination address).

b. If the packet is an |ICvPv4 Echo or Echo reply nessage,
the 1CWPv4 ldentification field (bits 32-47).

et al. Experi ment al [ Page 20]



RFC 7600

Despr es,

(2)

(3)

Statel ess | Pv4 Residual Depl oynent (4rd) July 2015

c. |If the packet is an |CMPv4 error nessage, the port
field associated with the address in the returned
packet header (bits 240-255 for a source address and
bits 224-239 for a destination address).

NOTE 1: Using ldentification fields of |ICVMP nessages as
port fields permts the exchange of Echo requests and Echo
replies between shared-address CEs and | Pv4 hosts havi ng
exclusive | Pv4 addresses. Echo exchanges between two
shar ed- address CEs remain inpossible, but this is a
[imtation inherent in address sharing (one reason anong
nmany to use | Pv6).

NOTE 2: When the PSID is taken in the port fields of the

| Pv4 payl oad, inplenentation is kept independent from any
particul ar Layer 4 protocol having such port fields by not
checking that the protocol is indeed one that has such
port fields. A packet nay consequently go, in the case of
a source mistake, froma BR to a shared-address CE with a
protocol that is not supported by this CE. In this case,
the CE NAT44 returns an | CvPv4 "protocol unreachabl e"
error message. The IPv4 source is thus appropriately
infornmed of its m stake

In the result, replace the Rule IPv4 prefix with the Rule
| Pv6 prefix.

If the result is shorter than a /64, append to the result
a null padding up to 64 bits, followed by the 4rd Tag
(0x0300), and followed by the | Pv4 address.

NOTE: The 4rd Tag is a 4rd-specific mark. |Its function is
to ensure that 4rd | Pv6 addresses are recogni zabl e by CEs
wi thout any interference with the choice of subnet
prefixes in CE sites. (These choices may have been done
before 4rd i s enabl ed.)

For this, the 4rd Tag has its "u" and "g" bits [ RFC4291]
both set to 1, so that they maximally differ fromthese
exi sting I Pv6 address schemas. So far, u =g = 1 has not
been used in any | Pv6 addressing architecture.

Wth the 4rd Tag, |Pv6 packets can be routed to the 4rd
function within a CE node based on a /80 prefix that no
native | Pv6 address can contain
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(4) Add to the result a Checksum Neutrality Preserver (CNP)
Its value, in one's conplenent arithnmetic, is the opposite
of the sumof 16-bit fields of the | Pv6 address other than
the 1 Pv4 address and the CNP thenselves (i.e., five
consecutive fields in address bits 0-79).

NOTE: The CNP guarantees that Tunnel packets are valid

| Pv6 packets for all Layer 4 protocols that use the sane
checksum al gorithmas TCP. This guarantee does not depend
on where the checksumfields of these protocols are placed
in |IP payloads. (Today, such protocols are UDP [ RFC768],
TCP [ RFC793], UDP-Lite [RFC3828], and the Datagram
Congestion Control Protocol (DCCP) [RFC5595]. Should new
ones be specified, BRs will support them w thout needing
an update.)

R-10: A 4rd-capable CE SHOULD, and a 4rd-enabl ed CE MJST, al ways
prohibit all addresses that use its advertised prefix and have
an |ID starting with 0x0300 (4rd Tag), by using Duplicate
Address Detection [ RFC4862].

R-11: A CE that is assigned the unspecified | Pv4d address (see
Section 4.4) MJST use, for packets tunnel ed between itself and
the Domai n NAT64+, addresses as detailed in Figure 6: part (a)
for its IPv6 source, and part (b) as | Pv6 destinations that
depend on | Pv4 destinations. A NAT64+, being NAT64 conform ng
[ RFC6146], MJST accept |Pv6 packets whose destination conforns

to Figure 6(b) (4rd Tag instead of "u" and Ox00 octets). 1In
its Binding Informati on Base, it MJST renenber whether a
mappi ng was created with a "u" or 4rd-tag destination. 1In the

| Pv4-to-1Pv6 direction, it MJIST use 4rd tunneling, with source
address conformng to Figure 6(b), when using a mappi ng that
was created with a 4rd-tag destination

T SR Fomm - S S R, +
(a) | CE |1 Pv6 prefix | 0 | 4rd Tag| 0 | CNP
e . Fomm o - U Fomm o +
<= 64 o >=0 : 16 32 16
4rd 1 Pv6 address of a CE having no public |Pv4 address
R Rule I Pv6 prefix --------- >:
o e m e e e e e e e e oo oo R, S S R, +
(b) | NAT64+ | Pv6 prefix | 4rd Tag| !l Pv4 address | CNP
o e e e e e e e eaa oo Fommm o - Fom e Fomm - - +
64 : 16 32 ;16

4rd | Pv6 address of a hosf reachable via a NAT64+

Figure 6: Rules for CE and NAT64+
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For anti-spoofing protection, CEs and BRs MJST check that the

| Pv6 source address of each received Tunnel packet is that

whi ch, according to R-9, is derived fromthe source 4rd | Pv4
address. For this, the IPv4 address used to obtain the source
4rd 1 Pv4 address is that enbedded in the | Pv6 source address
(inits bits 80-111). (This verification is needed because

| Pv6 ingress filtering [RFC3704] applies only to | Pv6 prefixes,
wi t hout any guarantee that Tunnel packets are built as
specified in R9.)

For additional protection against packet corruption at a link

| ayer that might be undetected at this layer during Domain
traversal, CEs and BRs SHOULD verify that source and
destination | Pv6 addresses have not been nodified. This can be
done by checking that they remai n checksum neutral (see the
Not e above regarding the CNP).

4.6. Fragnentation Processing

4.6. 1.

R- 14:

Despr es,

Fragrmentation at Domain Entry

If an |1 Pv4 packet enters a CE or BRwith a size such that the
derived Tunnel packet woul d be | onger than the Domain PMIU, the
packet has to be either discarded or fragnented. The

Domai n-entry node MUST discard it if the packet has DF = 1,
with an I CVWP error nessage returned to the source. It MJST
fragment it otherwi se, with the payl oad of each fragment not
exceeding PMIU - 48. The first fragnent has its offset equa
to the received offset. Subsequent fragnents have offsets

i ncreased by the lengths of the payl oads of previous fragnents.
Functionally, fragnentation is supposed to be done in |Pv4

bef ore applying reversi bl e header translation to each fragment;
see Section 4. 3.
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4.6.2. Ports of Fragments Addressed to Shared- Address CEs

Because ports are available only in the first fragments of |Pv4
fragment ed packets, a BR needs a mechanismto send to the right
shared-address CEs all fragnents of fragnented packets.

For this, a BR MAY systematically reassenble fragnented | Pv4 packets
before tunneling them But this consunes |arge nenory space, creates
opportunities for denial-of-service-attacks, and can significantly

i ncrease forwardi ng delays. This is the reason for the foll ow ng
requi renent:

R-15: BRs SHOULD support an al gorithm whereby received | Pv4 packets
can be forwarded on the fly. The followi ng is an exanple of
such an al gorithm

(1) At BRinitialization, if at |east one CE Mapping rule
deals with one or nore shared public | Pv4 addresses (i.e.
length of Rule IPv4 prefix + EA-bits length > 32), the BR
initializes an enpty "I Pv4 packet table" whose entries
have the follow ng itens:

- | Pv4 source

- I Pv4 destination

- IPv4 identification

- Destination port

(2) Wen the BR receives an | Pv4 packet whose mat chi ng Mappi ng

rule deals with one or nore shared public |Pv4 addresses
(i.e., length of Rule IPv4 prefix + EA-bits length > 32),
the BR searches the table for an entry whose | Pv4 source
| Pv4 destination, and I Pv4 identification are those of the

recei ved packet. The BR then perforns actions as detail ed
in Tabl e 5, depending on which conditions hold.
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- CONDI TI ONS -

First

|
Last fragment (MF = 0) |
An entry has been found |
------ |
- RESULTI NG ACTI ONS - |
Create a new entry |
Use port of the entry

Update port of the entry |
Del ete the entry |
Forward t he packet |

(3)
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---------------------- S g R S S

Fragment (of fset 0)

<<=
zZ<=<
<z <
zz<
<<z
zZ<z
<zz

'X

X !
X !
!

'><

|><|
'><><
|><|

|
| N | |
| Y| |
| N | |
| |
| |
| - | |
| - -
| - | |
| - |
|- |
- - - -+

- - - - +-

Table 5: BR Actions

The BR perfornms garbage collection for table entries that
remai n unchanged for longer than sone limt. This limt,
which is nornmally |l onger than the maxi mumtinme nornally
needed to reassenble a packet, is not critical. It should
not, however, be |onger than 15 seconds [ RFC791].

For the above algorithmto be effective, CEs that are assigned

shared public | Pv4 addresses MJST NOT interl eave fragnents of
several fragnented packets.

publ

CEs that are assigned |IPv4 prefixes and are in nodes that route

c | Pv4 addresses rather than only using NAT44s MJST have

the sane behavior as that described just above for BRs.
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4. 6.

4.17.

3. Packet Identifications from Shared- Address CEs

When packets go from CEs that share the sane | Pv4 address to a conmon
destination, a precaution is needed to guarantee that packet
identifications set by sources are different. O herw se, packet
reassenbly at the destination could be confused because it is based
only on source |Pv4 address and ldentification. The probability of
such confusing situations may in theory be very low, but a safe
solution is needed in order to avoid creating new attack
opportuniti es.

R-18: A CE that is assigned a shared public |IPv4 address MJST only
use packet identifications that have the CE PSID in their
bits O to PSID length - 1.

R-19: A BR or a CE that receives a packet from a shared-address CE
MJST check that bits 0 to PSID length - 1 of their packet
identifications are equal to the PSID found in the source 4rd
| Pv4 address.

TOS and Traffic O ass Processing

I Pv4 TOS and I Pv6 traffic class have the same semantic, that of the
differentiated services field, or DS field, specified in [ RFC2474]
and [ RFC6040]. Their first 6 bits contain a differentiated services
codepoint (DSCP), and their last 2 bits can convey explicit
congestion notifications (ECNs), which both may evol ve during Donain
traversal. [RFC2983] discusses how the DSCP can be handl ed by tunne
endpoi nts. The Tunnel Traffic C ass option provides permssion to
ignore DS-field evolutions occurring during Domain traversal, if the
desired behavior is that of generic tunnels conformng to [ RFC2473].

R-20: Unless the Tunnel Traffic Cass option is configured for the
Domai n, BRs and CEs MJST copy the I1Pv4 TGOS into the | Pv6
traffic class at Domain entry and copy back the IPv6 traffic
class into the I1Pv4 TOS at Donmin exit.

R-21: If the Tunnel Traffic Cass option is configured for a Domain
BRs and CEs MUST at Dommin entry take the configured Tunne
Traffic Class as the IPv6 traffic class and copy the received
IPv4 TOS into the IPv4_TCS of the fragment header (Figure 3).
At Domain exit, they MUST copy back the IPv4 _TCS of the
fragnment header into the | Pv4 TCS.
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4.8. Tunnel - Generated | CVWPv6 Error Messages

If a Tunnel packet is discarded on its way across a 4rd donain
because of an unreachabl e destination, an |ICVPv6 error nessage is
returned to the 1 Pv6 source. For the IPv4 source of the discarded
packet to be inforned of packet |oss, the |CVWv6 nessage has to be
converted into an | CMPv4 nessage.

R-22: If a CE or BR receives an | CVMPv6 error message [ RFC4443], it
MUST synt hesi ze an | CWPv4 error packet [RFC792]. This packet
MJST contain the first 8 octets of the discarded packet’s IP
payl oad. The reserved | Pv4 dumy address (192.0.0.8/32; see
Section 6) MJST be used as its source address.

As described in [ RFC6145], I CWPv6 Type = 1 and Code = 0
(Destination Unreachable, No route to destination) MJST be
translated into | CMPv4 Type = 3 and Code = 0 (Destination

Unr eachabl e, Net unreachable), and | CMPv6 Type = 3 and Code = 0
(Time Exceeded, Hop limt exceeded in transit) MJST be
translated into | CMPv4 Type = 11 and Code = 0 (Ti me Exceeded,
time to live exceeded in transit).

4.9. Provisioning 4rd Paraneters to CEs

Domai n paranmeters listed in Section 4.2 are subject to the follow ng
constraints:

R-23: Each Domai n MUST have a BR Mapping rule and/or a NAT64+ Mappi ng
rule. The BR Mapping rule is only used by CEs that are
assigned public |IPv4 addresses, shared or not. The NAT64+
Mapping rule is only used by CEs that are assigned the
unspeci fied | Pv4 address (Section 4.4) and therefore need an
| SP NAT64 to reach | Pv4 destinations.

R-24: Each CE and each BR MJST support up to 32 Mapping rul es.

Support for up to 32 Mapping rul es ensures that independently
acqui red CEs and BR nodes can al ways i nterwork.

| SPs that need Mapping rules for nore | Pv4d prefixes than this
nunber SHOULD split their networks into multiple Domains.
Conmruni cati on between these domains can be done in | Pv4 or by
sone ot her inplenentation-dependent, but equival ent, neans.
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For mesh topol ogi es, where CE-CE paths don't go via BRs, al
Mappi ng rul es of the Domain MJUST be sent to all CEs. For

hub- and- spoke topol ogi es, where all CE-CE paths go via BRs,
each CE MAY be sent only the BR Mapping rule of the Donmain
plus, if different, the CE Mapping rule that applies to its CE
| Pv6 prefix.

In a Domai n where the chosen topol ogy is hub-and-spoke, all CEs
MUST have | Pv6 prefixes that match a CE Mapping rule.

(O herwi se, packets sent to CEs whose | Pv6 prefixes would match
only the BR Mapping rule would, with | ongest-match sel ected
routes, be routed directly to these CEs. This would be
contrary to the hub-and-spoke requirenent.)

CEs MUST be able to acquire paranmeters of 4rd domai ns
(Section 4.2) in DHCPv6 [ RFC3315]. Formats of DHCPv6 options
to be used are detailed in Figures 7, 8, and 9, with field
val ues specified after each figure.

1 2 3

012345678901234567890123456789¢01

+- +- +-

+- - +-

+- 4= +-

B i R R e T b aoi (T S TR R IR S R T SR S I SRR T R O i e
option = OPTI ON_4RD | option-length |
ST i Gl NI I I R R R S I e S i et IR SRR R e e S e e ad it S SR

encapsul ated 4rd rul e options |
R o i T e T i oI S e S i s i oI S i R S

Figure 7: DHCPv6 Option for 4rd

o option code: 97, OPTION 4RD (see Section 6)

o option-length: the length of encapsul ated options, in octets

Despr es,
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o encapsul ated 4rd rule options: The OPTI ON_4RD DHCPv6 option
contains at |east one encapsul ated OPTI ON_ 4RD MAP_RULE option and
a maxi mum of one encapsul ated OPTI ON_4RD_NON_MAP_RULE opti on
Si nce DHCP servers normally send what ever options the operator
configures, operators are advised to configure these options
appropriately. DHCP servers MAY check to see that the
configuration follows these rules and notify the operator in an
i mpl ement ati on- dependent manner if the settings for these options
aren’t valid. The length of encapsulated options is in octets.

0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i

| option = OPTION 4RD MAP_RULE | option-length

R Rt i i i i e T I I S S S R i e S R e e i s o
| prefixd-len | prefix6-len | ea-l en | W Reser ved
B s i S i I i S S S i i
| rul e-ipv4-prefix

R i T e S N e i o o i T e S S e i ik i o S o
|

+

|

+

|

+-

+

+

rul e-i pv6-prefix |

+

R e s o S e T S T T i R e e e e o o i
Figure 8: Encapsul ated Option for Mappi ng-Rul e Paraneters

o option code: 98, encapsul ated OPTI ON_4RD MAP_RULE option (see
Section 6)

o option-length: 20

o prefix4-len: nunmber of bits of the Rule I Pv4 prefix
o prefix6-len: nunber of bits of the Rule I Pv6 prefix
0 ea-len: EA-bits length

o W WKP authorized, =1 if set

o rule-ipvd-prefix: Rule IPv4 prefix, left-aligned

o rule-ipve-prefix: Rule IPv6 prefix, left-aligned
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0 1 2 3

01234567890123456789012345678901

T T R i e e e e o S e SRR R
| option-length |

i i T e L I T sl S U S I S S S

| H 0 | T| traffic-cl |

T S Tk o ik S S S +

donai n- pnt u |
B S i i i S S

Figure 9: Encapsul ated Option for Non-Mppi ng-Rul e Paraneters
of 4rd Donmi ns

o option code: 99, encapsul ated OPTI ON_ 4RD NON MAP_RULE option (see
Section 6)

o option-length: 4
0 H Hub-and-spoke topology (=1 if Yes)
o T:. Traffic Cass flag (= 1 if a Tunnel Traffic Cass is provided)
o traffic-class: Tunnel Traffic C ass
o domain-pntu: Domain PMIU (at | east 1280 octets)
Means ot her than DHCPv6 that may prove useful to provide 4rd
paranmeters to CEs are off-scope for this docunent. The sanme or
simlar paraneter formats woul d, however, be recommended to
facilitate training and operation.
5. Security Considerations
Spoofi ng attacks
Wth IPv6 ingress filtering in effect in the Domain [ RFC3704], as
required in Section 3 (Figure 1 in particular), and with
consi stency checks between 4rd |1 Pv4 and | Pv6 addresses
(Section 4.5), no spoofing opportunity in IPvd is introduced by
4rd: being able to use as source |Pv6 address only one that has
been allocated to him a customer can only provide as source 4rd
| Pv4 address that which derives this | Pv6 address according to
Section 4.5, i.e., one that his ISP has allocated to him
Routing | oop attacks
Routing | oop attacks that nay exist in some "automatic tunneling"

scenarios are docunented in [RFC6324]. No opportunities for
routing | oop attacks have been identified with 4rd.
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6.

7.

Fragmentation-rel ated attacks

As di scussed in Section 4.6, each BR of a Domain that assigns
shared public | Pv4 addresses should maintain a dynam c tabl e of
fragment ed packets that go to these shared-address CEs.

This | eaves BRs vul nerable to denial -of-service attacks from hosts
that would send very |arge nunbers of first fragnments and woul d
never send | ast fragments having the sane packet identifications.
This vulnerability is inherent in |Pv4 address sharing, be it
static or dynamc. Conpared to what it is with algorithns that
reassenbl e | Pv4 packets in BRs, it is, however, significantly
mtigated by the algorithmprovided in Section 4.6.2, as that

al gorithm uses nuch | ess nenory space.

| ANA Consi der ati ons

| ANA has al |l ocated the follow ng:

o

Encapsul ated opti ons OPTION_4RD (97), OPTION 4RD MAP_RULE (98),
and OPTI ON_4RD NON_MAP_RULE (99). These options have been
recorded in the option code space of the "Dynam c Host
Configuration Protocol for IPv6 (DHCPv6)" registry. See
Section 4.9 of this docunment and Section 24.3 of [RFC3315]).

Val ue | Descri ption | Reference

| OPTI ON_4RD | this docunent
98 | OPTI ON_4RD MAP_RULE | this docunent
99 | OPTION_4RD_NON_MAP_RULE | this docunent

Reserved | Pv4 address 192.0.0.8/32 to be used as the "I Pv4 dumy
address" (Section 4.8).

Rel ati onship with Previous Wrks

The present specification has been influenced by many previous | ETF

drafts, in particular those accessible at
<http://tools.ietf.org/htm/draft-xxxx> where "xxxx" refers to the

o

o

(0]

o

following (listed in order, by date of their first versions):

bagnul o- behave- nat 64 (2008-06-10)
xli -behave-ivi (2008-07-06)
despres-sam scenari os (2008-09-28)

boucadai r - port-range (2008-10-23)
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o ynbk-apl usp (2008-10-27)

o xli-behave-divi (2009-10-19)

o thaler-port-restricted-ip-issues (2010-02-28)

0 cui-softw re-host-4over6 (2010-07-06)

0 dec-statel ess-4v6 (2011-03-05)

o mat sushi ma-v6ops-transition-experience (2011-03-07)

o despres-intarea-4rd (2011-03-07)

o deng-apl usp-experiment-results (2011-03-07)

0 operators-softw re-statel ess-4v6-notivation (2011-05-05)
o xli-behave-divi-pd (2011-07-04)

o rmurakam -softwire-4rd (2011-07-04)

o rmurakam -softw re-4v6-transl ation (2011-07-04)

0 despres-softwi re-4rd-addmappi ng (2011-08-19)

0 boucadair-softw re-statel ess-requirenents (2011-09-08)
o chen-softw re-4v6-add-format (2011-10-12)

o nmawatari-softwre-464xlat (2011-10-16)

o ndt-softw re-map-dhcp-option (2011-10-24)

o ndt-softw re-mappi ng-address-and-port (2011-10-24)

o ndt-softwi re-map-translation (2012-01-10)

o ndt-softw re-map-encapsul ati on (2012-01-27)
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Appendi x A,  Textual Representation of Mpping Rul es

In the sections that follow, each Mapping rule will be represented as
foll ows, using ObXXX to represent binary number XXX; square brackets
("[ ' 1") indicate optional itemns:

{Rule IPv4 prefix, EA-bits length, Rule IPv6 prefix
[, WKPs aut horized]}

EXAMPLES:
{0.0.0.0/0, 32, 2001:db8:0:1:300::/80}

a BR Mapping rule
{198. 16. 0.0/ 14, 22, 2001: db8: 4000: :/ 34}

a CE Mapping rule
{0.0.0.0/0, 32, 2001:db8:0:1::/80}

a NAT64+ Mapping rule
{198.16. 0.0/ 14, 22, 2001: db8:4000::/34, Yes}

a CE Mapping rule

and hub-and- spoke t opol ogy

Appendi x B. Configuring Miltiple Mapping Rul es

As far as Mapping rules are concerned, the sinplest depl oynent node
is that in which the Domain has only one rule (the BR Mapping rule).
To assign an | Pv4 address to a CEin this nodel, an IPv6 /112 is
assigned to it, conmprising the BR /64 prefix, the 4rd Tag, and the

| Pv4 address. However, this nodel has the following linmtations: (1)
shared | Pv4 addresses are not supported; (2) IPv6 prefixes used for
4rd are too long to also be used for native |IPv6 addresses; (3) if
the 1 Pv4 address space of the ISP is split with many disjoint |Pv4
prefixes, the IPv6 routing plan nust be as conplex as an | Pv4 routing
pl an based on these prefixes.

Wth nore Mapping rules, CE prefixes used for 4rd can be those used
for native IPv6. How to choose CE Mapping rules for a particul ar
depl oyment does not need to be standardi zed.

The following is only a particular pragmatic approach that can be
used for various deploynent scenarios. It is applied in sone of the
use cases that foll ow

(1) Select a "Common_|Pv6 prefix" that will appear at the beginning
of all 4rd CE | Pv6 prefixes.

(2) Choose all IPv4 prefixes to be used, and assign one of themto
each CE Mapping rule i.
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For each CE Mapping rule i, do the follow ng:

A

Choose the length of its Rule IPv6 prefix (possibly the same
for all CE Mapping rules).
Determine its PSID length(i). A CE Mapping rule that
assi gns shared addresses with a sharing ratio of 27Ki has
PSID |l ength = Ki. A CE Mapping rule that assigns |Pv4d
prefixes of length L < 32 is considered to have a negative
PSID |l ength (PSID length = L - 32).
Derive EA-bits length(i) = 32 - L(Rule I1Pv4 prefix(i)) +
PSID | ength(i).
Derive the length of Rule_code(i), the prefix to be appended
to the common prefix to get the Rule 1Pv6 prefix of rule i:
L(Rule_code(i)) = L(CE IPv6 prefix(i))

- L(Comon_| Pv6_prefix)

- (32 - L(Rule IPv4 prefix(i)))

- PSID_length(i)
Derive Rule_code(i) with the following constraints: (1) its
length is L(Rule_code(i)); (2) it does not overlap with any
of the previously obtained Rule _codes (for instance, 010 and
01011 do overlap, while 00, 011, and 010 do not); (3) it has
the | owest possible value as a fractional binary nunber (for
i nstance, 0100 < 10 < 11011 < 111). Thus, rul es whose
Rul e_code lengths are 4, 3, 5, and 2 give Rul e_codes 0000,
001, 00010, and O1.
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F. Take Rule IPv6 prefix(i) = the Comron_I Pv6 prefix foll owed
by Rul e _code(i).
N R L(CE IPv6 prefix(i)) --------------------- >:

32 - L(Rule IPv4 prefix(i)) PSID_Iength(i);
\ | :

Semmmmma- - S ><--T i o>
N
: \/ :
L > <--- EA-bits length(i) --->:
L(Rul e_code(i))
o m e e e e eee oo s Fomm e +
| Common_| Pv6_prefix | Rul e_code
| )
o e e e e e e e e e e e am o SR +
<------ L(Rule IPv6 prefix(i)) ------ >

Figure 10: Diagram of One Pragmatic Approach
Appendi x C. Adding Shared | Pv4 Addresses to an | Pv6 Network
C1. Wth CEs within CPEs

Here, we consider an ISP that offers I Pv6-only service to up to 2720
customers. Each custoner is delegated a /56, starting with conmon
prefix 2001: db8:0::/36. The ISP wants to add public |IPv4 service for
customers that are 4rd capable. It prefers to do so with statel ess
operation in its nodes but has significantly fewer |IPv4 addresses
than | Pv6 addresses, so a sharing ratio is necessary.

The only IPv4 prefixes it can use are 192.8.0.0/15, 192.4.0.0/ 16,
192.2.0.0/16, and 192.1.0.0/16 (neither overl appi ng nor
aggregatable). This gives 27(32 - 15) + 3 * 27(32 - 16) |Pv4
addresses, i.e., 2718 + 2716. For the 2720 custoners to have the
sanme sharing ratio, the nunber of |Pv4 addresses to be shared has to
be a power of 2. The ISP can therefore give up using one of its
/16s, say the last one. (Wether or not it could be notivated to
return it toits Internet Registry is off-scope for this document.)
The sharing ratio to apply is then 2220 / 2718 = 222 = 4, giving a
PSID | ength of 2.
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Applying the principles of Appendix B with L(Common_ | Pv6 _prefix) =
36, L(PSID) = 2 for all rules, and L(CE IPv6 prefix(i)) = 56 for al
rules, Rule_codes and Rule I Pv6 prefixes are as follows:

oo Fomm e TSR TSR o e a o +
| CE Rule IPv4 | EA | Rul e-Code | Code | CE Rule IPv6 |
| prefix | bits | length | (binary) | prefix |
| | length | | | |
o e o - R R o e e e oo s +
| 192.8.0.0/15 | 19 | 1 | O | 2001: db8:0::/37

| 192.4.0.0/16 | 18 | 2 | 10 | 2001: db8: 800::/38

| 192.2.0.0/16 | 18 | 2 | 11 | 2001: db8:c00::/38
oo Fomm e e Fom oo Fom oo o e e ek +

Mappi ng rules are then the foll ow ng:

{192.8.0.0/15, 19, 2001: 0db8: 0000: :/ 37}
{192.4.0.0/ 16, 18, 2001: 0db8: 0800: :/ 38}
{192.2.0.0/16, 18, 2001: 0db8: 0c00: :/ 38}
{0.0.0.0/0, 32, 2001: 0db8: 0000: 0001: 300: : / 80}

The CE whose |Pv6 prefix is, for exanple, 2001: db8: Obbb: bb00: : / 56
derives its IPv4 address and its port set as follows (Section 4.4):

CE | Pv6 prefix : 2001: 0db8: Obbb: bb00: : / 56
Rule 1 Pv6 prefix(i): 2001:0db8: 0800::/38 (longest match)
EA-bits length(i) : 18

EA bits : Ob1l 1011 1011 1011 1011

Rul e | Pva pref|x(|) 0b1100 0000 0000 0100 (192.4.0.0/16)

| Pv4 address 0b1100 0000 0000 0100 1110 1110 1110 1110
. 192. 4. 238. 238

PSI D © 0b11

Ports © 0bYYYY 11XX XXXX XXXX

with YYYY > 0, and X ..X any val ue

Despres, et al. Experi ment al [ Page 40]



RFC 7600 Statel ess | Pv4 Residual Depl oynent (4rd) July 2015

C 2.

Des

An | Pv4 packet sent to address 192.4.238.238 and port 7777 is
tunneled to the I Pv6 address obtained as foll ows (Section 4.5):

| Pv4 address : 192.4.238.238 (0xc004 eeee)

: Ob1100 0000 0000 0100 1110 1110 1110 1110
Rule 1Pv4 prefix(i): 192.4.0.0/16 (longest natch)

: Ob1100 0000 0000 0100

| Pv4 suffix(i) : 0b1110 1110 1110 1110
EA-bits length(i) : 18

PSID I engt h(i) 2 (=16 + 18 - 32)

Port field : Ob 0001 1110 0110 0001 (7777)
PSI D : Ob11

Rule 1 Pv6 prefix(i): 2001:0db8: 0800::/38

CE | Pv6 prefix : 2001: 0db8: Obbb: bb00: : / 56

| Pv6 address : 2001: 0db8: Obbb: bb00: 300: c004: eeee: YYYY
with YYYY = the computed CNP

Wth Some CEs behind Third-Party Router CPEs

W now consider an | SP that has the same need as the | SP described in
the previous section, except that (1) instead of using only its own

| Pv6 infrastructure, it uses that of a third-party provider and (2)
some of its custoners use this provider’s Customer Prem ses Equi prment
(CPEs) so that they can use specific services offered by the
provider. |In these CPEs, a non-zero index is used to route |Pv6
packets to the physical port to which CEs are attached, say O0x2.

Each such CPE del egates to the CE nodes the customer-site |Pv6 prefix
foll owed by this index.

The ISP is supposed to have the sanme | Pv4 prefixes as those in the
previ ous use case -- 192.8.0.0/15, 192.4.0.0/16, and 192.2.0.0/16 --
and to use the sane Comon_| Pv6_prefix, 2001: db8:0::/ 36.

We al so assunme that only a mnority of custonmers use third-party
CPEs, so that it is sufficient to use only one of the two /16s for
t hem

Mappi ng rules are then (see Appendix C 1):
{192.8.0.0/15, 19, 2001: 0db8: 0000: :/ 37}
{192.4.0.0/ 16, 18, 2001: 0db8: 0800: :/ 38}
{192.2.0.0/16, 18, 2001: 0db8: 0c00: :/ 38}
{0.0.0.0/0, 32, 2001: 0db8: 0000: 0001: 300: : / 80}

CEs that are behind third-party CPEs derive their own | Pv4 addresses
and port sets as described in Appendix C. 1.
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In a BR and also ina CEif the topology is nesh, the | Pv6 address
that is derived froml|Pv4 address 192.4.238.238 and port 7777 is
obt ai ned as described in the previous section, except for the |ast
two steps, which are nodified as foll ows:

| Pv4 address : 192.4.238.238 (0xc004 eeee)

: 0b1100 0000 0000 0100 1110 1110 1110 1110
Rule IPv4 prefix(i): 192.4.0.0/16 (longest nmatch)

: 0b1100 0000 0000 0100

| Pv4 suffix(i) : Obl1110 1110 1110 1110
EA-bits length(i) : 18

PSID | engt h(i) 2 (=16 + 18 - 32)

Port field : Ob 0001 1110 0110 0001 (7777)
PSI D : 0bl1

Rule 1 Pv6 prefix(i): 2001: 0db8: 0800::/38

CE | Pv6 prefix : 2001: 0db8: Obbb: bb00: : / 60

| Pv6 address : 2001: 0db8: Obbb: bb00: 300: 192. 4. 238. 238: YYYY
with YYYY = the conmputed CNP

Appendi x D. Replacing Dual -Stack Routing with I Pv6-Only Routing

In this use case, we consider an ISP that offers IPv4 service with
public addresses individually assigned to its custoners. It also
offers I Pv6 service, as it has depl oyed dual -stack routing. Because
it provides its own CPEs to custoners, it can upgrade all of its CPEs
to support 4rd. It wishes to take advantage of this capability to
repl ace dual -stack routing with I Pv6-only routing, wthout changing
any | Pv4 address or |Pv6 prefix.

For this, the ISP can use the single-rule nodel described at the
begi nni ng of Appendix B. If the prefix routed to BRs is chosen to
start with 2001:db8:0:1::/64, this rule is:

{0.0.0.0/0, 32, 2001:db8:0:1:300::/80}

Al that is needed in the network before disabling IPvd routing is
the follow ng:

o In all routers, where there is an IPv4 route toward x. x.x.x/n, add
a parallel route toward 2001: db8: 0: 1: 300: x. x. x. x: :/ (80+n) .

o Wiere |IPv4 address x.Xx.Xx.X was assigned to a CPE, now del egate
| Pv6 prefix 2001:db8: 0:1:300: x. x. x. X::/112.
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NOTE: In parallel with this deploynent, or after it, shared |Pv4
addresses can be assigned to | Pv6 custonmers. It is sufficient that

| Pv4 prefixes used for this be different fromthose used for

excl usi ve- address assignments. Under this constraint, Mpping rules
can be set up according to the sane principles as those described in
Appendi x C.

Appendi x E.  Adding | Pv6 and 4rd Service to a Net-10 Network

In this use case, we consider an | SP that has only depl oyed | Pv4,
possi bly because some of its network devices are not yet |Pv6
capabl e. Because it did not have enough | Pv4 addresses, it has
assigned private | Pv4 addresses [RFC1918] to custonmers, say 10.X. X. X.
It thus supports up to 2724 custoners (a "Net-10" network, using the
NAT444 nodel [ NAT444]).

Now, it wishes to offer 1 Pv6 service without further delay, using 6rd
[RFC5969]. It also wishes to offer incomng |IPv4d connectivity to its
custonmers with a sinpler solution than that provided by the Port
Control Protocol (PCP) [RFC6887].

Thi s appendi x describes an exanple that adds I Pv6 (using 6rd) and 4rd
services to the "Net-10" private |Pv4 network.

The 1 Pv6 prefix to be used for 6rd is supposed to be 2001: db8::/32,
and the public IPv4 prefix to be used for shared addresses is
supposed to be 198.16.0.0/16 (0xc610). The resulting sharing ratio
is 2724 | 2~(32 - 16) = 256, giving a PSID length of 8.

The ISP installs one or several BRs at its border to the public IPv4
Internet. They support 6rd, and 4rd above it. The BR prefix /64 is
supposed to be that which is derived fromI|Pv4 address 10.0.0.1
(i.e., 2001:db8:0:100:/64).

In accordance with [ RFC5969], 6rd BRs are configured with the
foll owi ng parameters: |PvdMaskLen = 8; 6rdPrefix = 2001:db8::/32
6r dBRI Pv4Address = 192.168.0.1 (0xc0a80001).

4rd Mapping rules are then the follow ng:

{198. 16.0.0/16, 24, 2001:db8:0: 0: 300: :/ 80}
{0.0.0.0/0, 32, 2001:db8: 0: 100: 300: /80, }

Any custoner device that supports 4rd in addition to 6rd can then use
its assigned shared | Pv4 address with 240 assi gned ports.
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If its NAT44 supports port forwarding to provide inconing |Pv4
connectivity (statically, or dynamically with Universal Plug and Pl ay
(UPnP) and/or the NAT Port WMapping Protocol (NAT-PMP)), it can use it
with ports of the assigned port set (a possibility that does not

exi st in Net-10 networks w thout 4rd/6rd).
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