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Abst ract

Thi s docunent describes a mechani smfor transporting |Pv4 packets
across an I Pv6 network using I P encapsulation. It also describes a
generic nmechani smfor mappi ng between | Pv6 addresses and | Pv4
addresses as well as transport-I|layer ports.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7597
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1

| ntroducti on

Mappi ng of | Pv4 addresses in | Pv6 addresses has been described in
nuner ous mechani sms dating back to the m d-1990s [ RFC1933] [ RFC4213].
The "automatic tunneling” mechanismas first described in [ RFCL1933]
assigned a globally unique |IPv6 address to a host by conbining the
host’s I Pv4 address with a well-known | Pv6 prefix. Gven an |Pv6
packet with a destination address with an enbedded | Pv4 address, a
node could automatically tunnel this packet by extracting the |Pv4d
tunnel endpoint address fromthe | Pv6 destination address.

There are nunmerous variations of this idea, as described in 6over4

[ RFC2529], 6to4 [RFC3056], the Intra-Site Automatic Tunnel Addressing
Protocol (I SATAP) [ RFC5214], and | Pv6 Rapid Depl oynent on | Pv4
Infrastructures (6rd) [RFC5969].

The commnal ities of all of these | Pv6-over-I|1Pv4 nechani snms are as
foll ows:

o Autonmatic provisioning of an | Pv6 address for a host or an |Pv6
prefix for a site.

o Algorithmc or inplicit address resolution of tunnel endpoint
addresses. G ven an | Pv6 destination address, an |Pv4 tunne
endpoi nt address can be cal cul at ed.

o Enbedding of an |Pv4 address or part thereof into an | Pv6 address.

In | ater phases of IPv4-to-1Pv6 mgration, it is expected that

| Pv6-only networks will be common, while there will still be a need
for residual |Pv4 deploynent. This docunent describes a generic
mappi ng of 1Pv4 to | Pv6 and a mechani smfor encapsul ating | Pv4d

over |Pv6.

Just as for the | Pv6-over-1Pv4 nechanisns referred to above, the
resi dual |Pv4-over-1Pv6 nmechani sm nust be capabl e of:

o Provisioning an |Pv4 prefix, an IPv4 address, or a shared |Pv4
addr ess.

o Algorithmcally mappi ng between an | Pv4 prefix, an |Pv4 address,
or a shared | Pv4 address and an | Pv6 address.

The mappi ng schene described here supports encapsul ation of |Pv4
packets in IPv6 in both nesh and hub-and-spoke topol ogi es, including
address mappings with full independence between |Pv6 and | Pv4

addr esses.
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Thi s docunent describes the delivery of |IPv4 unicast service across
an | Pv6 infrastructure. |1Pv4 nulticast is not considered in this
docunent .

The Address plus Port (A+P) architecture of sharing an | Pv4 address
by distributing the port space is described in [ RFC6346].
Specifically, Section 4 of [RFC6346] covers statel ess mapping. The
correspondi ng stateful solution, Dual-Stack Lite (DS-Lite), is
described in [RFC6333]. The notivations for this work are descri bed
in [Solutions-4v6].

[ RFC7598] defines DHCPv6 options for the provisioning of MAP. O her
neans of provisioning are possible. Deployment considerations are
described in [ MAP- Depl oy] .

MAP relies on I Pv6 and is designed to deliver dual -stack service
while allowing IPv4 to be phased out within the service provider’s
(SP's) network. The phasing out of IPv4 within the SP network is
i ndependent of whether the end user disables |IPv4 service or not.
Further, "greenfield" |IPv6-only networks may use MAP in order to
deliver IPv4d to sites via the | Pv6 network.

2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

3. Term nol ogy

MAP domai n: One or nore MAP Custoner Edge (CE) devices
and Border Rel ays (BRs) connected to the sane
virtual link. A service provider nay depl oy
a single MAP domain or may utilize multiple
MAP dormai ns.

MAP Rul e: A set of paraneters describing the nmapping
bet ween an | Pv4 prefix, |Pv4 address, or
shared | Pv4 address and an | Pv6 prefix or
address. Each donmain uses a different
mappi ng rul e set.

MAP node: A device that inplenents NMAP.
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MAP Border Relay (BR):

MAP Cust oner

Port set:

Port Set 1D (PSID):

Shared | Pv4 address:

End-user | Pv6 prefix:

MAP | Pv6 addr ess:

Rule 1 Pv6 prefix:

Rul e |1 Pv4 prefix:

et al.

Edge (CE):

MAP- E July 2015

A MAP- enabl ed router nanaged by the service
provi der at the edge of a MAP domain. A BR
has at |east an |Pv6-enabled interface and an
I Pv4 interface connected to the native |IPv4
network. A MAP BR may al so be referred to as
sinmply a "BR'" within the context of MAP.

A device functioning as a Custoner Edge
router in a MAP deploynment. A typical MAP CE
adopting MAP Rules will serve a residential
site with one WAN-side interface and one or
nore LAN-side interfaces. A MAP CE may al so
be referred to as sinply a "CE'" within the
cont ext of MAP.

Each node has a separate part of the
transport-layer port space; this is denoted
as a port set.

Algorithmcally identifies a set of ports
excl usively assigned to a CE.

An | Pv4 address that is shared anobng nultiple
CEs. Only ports that belong to the assigned
port set can be used for conmunication. Also
known as a port-restricted | Pv4 address.

The 1 Pv6 prefix assigned to an End-user CE by
means ot her than MAP itself, e.g.,

provi si oned usi ng DHCPv6 Prefix Del egation
(PD) [RFC3633], assigned via Statel ess
Address Autoconfigurati on (SLAAC) [ RFC4862],
or configured manually. It is unique for
each CE.

The | Pv6 address used to reach the MAP
function of a CE fromother CEs and from BRs.

An | Pv6 prefix assigned by a service provider
for a mapping rule.

An 1 Pv4 prefix assigned by a service provider
for a mapping rule.
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4.

Enbedded Address (EA) bits:
The | Pv4 EA-bits in the | Pv6 address identify
an | Pv4d prefix/address (or part thereof) or a
shared |1 Pv4 address (or part thereof) and a
Port Set ldentifier.

Architecture

In accordance with the requirements stated above, the MAP nechani sm
can operate with shared | Pv4 addresses, full |Pv4 addresses, or |Pv4
prefixes. Qperation with shared | Pv4 addresses is described here,
and the differences for full |1Pv4 addresses and prefixes are

descri bed bel ow.

The MAP mechani sm uses exi sting standard buil di ng bl ocks. The

exi sting Network Address and Port Transl ator (NAPT) [RFC2663] on the
CE is used with additional support for restricting transport-protoco
ports, ICVMP identifiers, and fragnent identifiers to the configured
port set. For packets outbound fromthe private | Pv4 network, the CE
NAPT MJUST translate transport identifiers (e.g., TCP and UDP port
nunbers) so that they fall within the CE s assigned port range.

The NAPT MUST in turn be connected to a MAP-aware forwardi ng function
that does encapsul ati on/ decapsul ati on of |Pv4 packets in |Pv6. MAP
supports the encapsul ati on nbde specified in [ RFC2473]. |In addition
MAP specifies an algorithmto do "address resolution" froman |Pv4
address and port to an |IPv6 address. This algorithmc mapping is
specified in Section 5.

The MAP architecture described here restricts the use of the shared

| Pv4 address to only be used as the global address (outside) of the
NAPT running on the CE. A shared |Pv4 address MJST NOT be used to
identify an interface. Wile it is theoretically possible to nake
host stacks and applications port-aware, it would be a drastic change
to the I P nodel [RFC6250].

For full |1Pv4 addresses and | Pv4 prefixes, the architecture just
descri bed applies, with two differences: first, a full |Pv4 address
or I Pv4d prefix can be used as it is today, e.g., for identifying an
interface or as a DHCP pool, respectively. Second, the NAPT is not
required to restrict the ports used on outgoi ng packets.
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This architecture is illustrated in Figure 1.
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Private |1 Pv4
| Network
|
(O L O
| | MAP CE |
| +----- E R + |
| NAPT44] MAP |
| +----- + [ ]\ i T
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(O I o]
|
User M
Private |Pv4
Net wor k

Figure 1: Network Topol ogy

The MAP BR connects one or nore MAP donmins to external |Pv4
net wor ks.

5. Mapping Al gorithm
A MAP node is provisioned with one or nore mapping rul es.

Mappi ng rules are used differently, depending on their function

Every MAP node nust be provisioned with a Basic Mapping Rule. This
is used by the node to configure its |IPv4 address, |Pv4 prefix, or
shared |1 Pv4 address. This sane basic rule can also be used for
forwardi ng, where an | Pv4 destination address and, optionally, a
destination port are nmapped into an |IPv6 address. Additional napping
rules are specified to allow for multiple different |1 Pv4 subnets to
exi st within the domain and optim ze forwardi ng between them
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Traffic outside of the domain (i.e., when the destination |Pv4
address does not match (using |ongest matching prefix) any Rule |Pv4
prefix in the Rul es database) is forwarded to the BR

There are two types of mapping rul es:

1. Basic Mapping Rule (BMR) - nandatory. A CE can be provisioned
with nmultiple End-user |Pv6 prefixes. There can only be one
Basi ¢ Mapping Rul e per End-user |Pv6 prefix. However, all CEs
havi ng End-user |1Pv6 prefixes within (aggregated by) the sane
Rule 1 Pv6 prefix may share the sane Basic Mapping Rule. In
conbination with the End-user |Pv6 prefix, the Basic Mapping Rule
is used to derive the I Pv4 prefix, address, or shared address and
the PSID assigned to the CE

2. Forwarding Mapping Rule (FMR) - optional; used for forwarding.
The Basi c Mapping Rule may al so be a Forwardi ng Mappi ng Rul e.
Each Forwarding Mapping Rule will result in an entry in the rule
table for the Rule IPv4 prefix. Gven a destination |Pv4 address
and port within the MAP domai n, a MAP node can use the nmatching
FMR to derive the End-user |Pv6 address of the interface through
whi ch that |1Pv4 destination address and port conbi nation can be
reached. In hub-and-spoke node, there are no FMRs.

Bot h napping rul es share the sane paraneters:

0 Rule IPv6 prefix (including prefix |ength)

o Rule IPv4 prefix (including prefix |ength)

o Rule EA-bit length (in bits)

A MAP node finds its BMR by doing a | ongest match between the
End-user |1 Pv6 prefix and the Rule IPv6 prefix in the Mapping Rul es
table. The rule is then used for IPv4 prefix, address, or shared
addr ess assi gnment .

A MAP | Pv6 address is forned fromthe BMR Rule | Pv6 prefix. This
address MJST be assigned to an interface of the MAP node and is used
to termnate all MAP traffic being sent or received to the node
Port-restricted IPv4 routes are installed in the rule table for al

the Forwardi ng Mapping Rules, and a default route is installed to the
MAP BR (see Section 5.4).
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Forwar di ng Mappi ng Rul es are used to allow direct comrunication
between MAP CEs; this is known as "Mesh node". In hub-and-spoke
node, there are no Forwarding Mapping Rules; all traffic MJST be
forwarded directly to the BR

Wiile an FMR is optional in the sense that a MAP CE MAY be configured
with zero or nore FMRs -- depending on the deploynment -- all MAP CEs
MUST i npl enent support for both rule types.

5.1. Port-Mapping Al gorithm

The port-napping algorithmis used in donmains whose rules allow | Pv4
addr ess sharing.

The sinplest way to represent a port range is using a notation
simlar to Cassless Inter-Domain Routing (ClDR) [RFC4632]. For
exanple, the first 256 ports are represented as port prefix 0.0/8 and
the last 256 ports as 255.0/8. In hexadeciml, these would be
0x0000/8 (PSID = 0) and OxFF0OO/8 (PSID = OxFF), respectively. Using
this technique but wishing to avoid allocating the systemports

[ RFC6335] to the user, one would have to exclude the use of one or
nore PSIDs (e.g., PSIDs O to 3 in the exanple just given).

When the PSID is enbedded in the End-user IPv6 prefix, it is
desirable to minimze the restrictions of possible PSID values in
order to mininize dependencies between the End-user |IPv6 prefix and
the assigned port set. This is achieved by using an infix
representation of the port value. Using such a representation, the
wel | -known ports are excluded by restrictions on the value of the
hi gh-order bit field (A rather than the PSID.

The infix algorithmallocates ports to a given CE as a series of
conti guous ranges spaced at regular intervals throughout the conplete
range of possible port-set val ues.

0 1
0123456789012345
e e S . +
Ports in | A | PSID | ] |
the CE port set | >0 | |
TSR TSR Fomm - +
| a bits | k bits |mbits

Figure 2. Structure of a Port-Restricted Port Field
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a bits: The nunber of offset bits -- 6 by default, as this excludes
the systemports (0-1023). To guarantee non-overl appi ng
port sets, the offset 'a' MJST be the same for every MAP CE
sharing the sane address.

A:  Selects the range of the port number. For 'a > 0, A MJST
be larger than 0. This ensures that the al gorithm excl udes
the systemports. For the default value of 'a (6), the
system ports are excluded by requiring that A be greater
than 0. Smaller values of 'a exclude a larger initia
range, e.g., 'a’ = 4 will exclude ports 0-4095. The
i nterval between initial port nunbers of successive
conti guous ranges assigned to the sane user is 27°(16 - a).

k bits: The length in bits of the PSID field. To guarantee
non- overl appi ng port sets, the length 'k’ MJST be the same
for every MAP CE sharing the sanme address. The sharing
ratio is 2"k. The nunber of ports assigned to the user is
27(16 - k) - 2"m (excluded ports).

PSID: The Port Set Ildentifier (PSID). Different PSID val ues
guar ant ee non-overl appi ng port sets, thanks to the
restrictions on 'a and 'k’ stated above, because the PSID
al ways occupies the sane bit positions in the port numnber.

m bits: The nunber of contiguous ports is given by 2"m

j: Selects the specific port within a particul ar range
specified by the concatenation of A and the PSID

5.2. Basic Mapping Rul e (BMR)
The Basic Mapping Rule is nandatory and is used by the CE to
provision itself with an I Pv4 prefix, |IPv4 address, or shared |Pv4
address. Recall from Section 5 that the BMR consists of the
fol |l owi ng paraneters:
0 Rule IPv6 prefix (including prefix |ength)
o Rule IPv4 prefix (including prefix |ength)

o Rule EA-bit length (in bits)
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Figure 3 shows the structure of the conplete MAP | Pv6 address as
specified in this docunent.

| n bits | o bits | s bits | 128-n-o0-s bits

o e e e oo TSR SR o e e e e e +
| Rule IPv6 prefix | EA bits |subnet ID interface ID
R S STy TR O +
| <--- End-user IPv6 prefix --->

Figure 3: MAP | Pv6 Address For mat

The Rule 1 Pv6 prefix is common anong all CEs using the sanme Basic
Mappi ng Rule within the MAP domain. The EA bit field encodes the
CE-specific | Pv4 address and port information. The EA bit field,
which is unique for a given Rule I Pv6 prefix, can contain a full or
partial |1Pv4 address and, in the shared | Pv4 address case, a PSID.
An EA bit field length of O signifies that all relevant MAP | Pv4
addressing information is passed directly in the BVMR and is not
derived fromthe EA bit field in the End-user |Pv6 prefix.

The MAP | Pv6 address is created by concatenating the End-user |Pv6
prefix with the MAP subnet identifier (if the End-user I1Pv6 prefix is
shorter than 64 bits) and the interface identifier as specified in
Section 6.

The MAP subnet identifier is defined to be the first subnet (s bits
set to zero).

Defi ne:
r = length of the IPv4 prefix given by the BMR
o = length of the EA bit field as given by the BWR
p = length of the IPv4 suffix contained in the EA bit field.

The Iength r MAY be zero, in which case the conplete |Pv4 address or
prefix is encoded in the EA bits. |If only a part of the |IPv4
address / prefix is encoded in the EA bits, the Rule IPv4 prefix is
provisioned to the CE by other neans (e.g., a DHCPv6 option). To
create a conplete I Pv4 address (or prefix), the IPv4 address suffix
(p) fromthe EA bits is concatenated with the Rule I Pv4 prefix

(r bits).

The offset of the EA bit field in the IPv6 address is equal to the
BMR Rule I Pv6 prefix length. The length of the EA bit field (0) is
given by the BMR Rule EA-bit length and can be between 0 and 48. A
| ength of 48 neans that the conplete | Pv4 address and port are
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enmbedded in the End-user IPv6 prefix (a single port is assigned). A
l ength of O means that no part of the |Pv4 address or port is
enbedded in the address. The sumof the Rule IPv6 Prefix length and
the Rule EA-bit | ength MIST be | ess than or equal to the End-user

| Pv6 prefix |ength.

If o +r <32 (length of the IPv4 address in bits), then an | Pv4
prefix is assigned. This case is shown in Figure 4.

| r bits | o bits = p bits
S T +
| Rule IPv4 | IPv4 address suffix
. R LR +
| < 32 bits

Figure 4: I Pv4 Prefix

If o+r is equal to 32, then a full I1Pv4 address is to be assigned.
The address is created by concatenating the Rule IPv4 prefix and the
EA-bits. This case is shown in Figure 5.

| r bits | o bits = p bits
S T +
| Rule IPv4 | IPv4 address suffix
. R LR +
| 32 bits |

Figure 5: Conplete | Pv4 Address

If o+r is > 32, then a shared IPv4 address is to be assigned. The
nunber of | Pv4 address suffix bits (p) in the EA bits is given by

32 - r bits. The PSID bits are used to create a port set. The
length of the PSID bit field within the EA bits is q =0 - p.

| r bits | p bits | | g bits
S T + S +
| Rule IPv4 | 1Pv4 address suffix | | Port Set ID
Fom e o e e e e e oo + Fom o +
| 32 bhits |

Figure 6: Shared | Pv4 Address

The length of r MAY be 32, with no part of the |Pv4 address enbedded
inthe EA bits. This results in a mapping with no dependence between
the I Pv4 address and the I Pv6 address. In addition, the length of o
MAY be zero (no EA bits enbedded in the End-user |Pv6 prefix),
meani ng that the PSID is al so provisioned using, for exanple, DHCP
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See Appendix A for an exanple of the Basic Mappi ng Rul e.
5.3. Forwardi ng Mapping Rul e (FMR)

The Forwardi ng Mapping Rule is optional and is used in Mesh node to
enabl e direct CE-to-CE connectivity.

On adding an FMR rule, an IPv4 route is installed in the rule table
for the Rule IPv4 prefix (Figures 4, 5, and 6).

| 32 bits | | 16 bits |
o e m e e e e e oo + o e e e oo +
| IPv4 destination address | | 1 Pv4 dest port |
o m e e e i e e oo + o e e o s +
/

| p bits | /' q bits

TSR + S +

| 1 Pv4 suffix| | Port Set 1D |

Fom oo + Fom ek +

\ / / /
\ _ /
\ c /

| n bits | o bits | s bits | 128-n-o0-s bhits
o e e e e e oo SR R S Fomm e m e +
| Rule IPv6 prefix | EA bits |subnet |ID interface ID
o e e e e Fom e Fomm e o e e e e i o +
| <--- End-user IPv6 prefix --->

Figure 7: Derivation of MAP | Pv6 Address
See Appendi x A for an exanple of the Forwardi ng Mappi ng Rul e.
5.4. Destinations outside the MAP Domai n

| Pv4 traffic between MAP nodes that are all within one MAP domain is
encapsulated in IPv6, with the sender’s MAP | Pv6 address as the | Pv6
source address and the receiving MAP node’s MAP | Pv6 address as the

| Pv6 destination address. To reach |Pv4 destinations outside of the
MAP domain, traffic is also encapsulated in | Pv6, but the destination
| Pv6 address is set to the configured | Pv6 address of the MAP BR

On the CE, the path to the BR can be represented as a point-to-point

| Pv4-over-1Pv6 tunnel [RFC2473] with the source address of the tunne

being the CEE's MAP | Pv6 address and the BR | Pv6 address as the renote
tunnel address. Wen MAP is enabled, a typical CE router wll

install a default I1Pv4 route to the BR
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7.

The BR forwards traffic received fromthe outside to CEs using the
normal MAP forwarding rul es.

The I Pv6 Interface ldentifier
The interface identifier format of a MAP node is described bel ow

| 128-n-0-s bhits |
| 16 bits]| 32 bits | 16 bits]|

Figure 8 |Pv6 Interface ldentifier

In the case of an IPv4 prefix, the IPv4 address field is right-padded
with zeros up to 32 bits. The PSID field is left-padded with zeros
to create a 16-bit field. For an IPv4 prefix or a conplete |Pv4
address, the PSID field is zero.

If the End-user I1Pv6 prefix length is larger than 64, the nost
significant parts of the interface identifier are overwitten by the
prefix.

MAP Confi guration

For a given MAP donain, the BR and CE MJUST be configured with the
following MAP el ements. The configured values for these elenents are
identical for all CEs and BRs within a given MAP domai n.

o The Basic Mapping Rule and, optionally, the Forwardi ng Mappi ng
Rul es, including the Rule I1Pv6 prefix, Rule IPv4 prefix, and
Length of EA bits.

0 Hub-and-spoke node or Mesh node (if all traffic should be sent to
the BR, or if direct CE-to-CE traffic should be supported).

In addition, the MAP CE MUST be configured with the | Pv6 address(es)
of the MAP BR (Section 5.4).

MAP CE

The MAP el ements are set to values that are the sane across all CEs
within a MAP domain. The values nmay be configured in a variety of
ways, including provisioning nethods such as the Broadband Forunis
"TR- 69" Residential Gateway management interface [TR069], an

XM.- based object retrieved after 1 Pv6 connectivity is established, or
manual configuration by an admnistrator. |Pv6 DHCP options for MAP
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configuration are defined in [RFC7598]. Qher configuration and
managenent mnet hods nmay use the formats described by these options for
consi stency and conveni ence of inplenmentation on CEs that support
mul ti pl e configurati on nethods.

The only remaining provisioning information the CE requires in order
to calculate the MAP | Pv4 address and enabl e | Pv4 connectivity is the
| Pv6 prefix for the CE. The End-user |IPv6 prefix is configured as
part of obtaining |IPv6 Internet access.

The MAP provi sioning paraneters, and hence the | Pv4 service itself,
are tied to the associ ated End-user 1Pv6 prefix lifetinme; thus, the
MAP service is also tied to this in terns of authorization
accounting, etc.

A single MAP CE MAY be connected to nore than one MAP dommin, just as
any router may have nore than one | Pv4-enabl ed service-provider-
facing interface and nore than one set of associated addresses

assi gned by DHCP. Each domain within which a given CE operates would
require its own set of MAP configuration el enents and woul d generate
its own | Pv4 address. Each MAP donmain requires a distinct End-user

| Pv6 prefix.

MAP DHCP options are specified in [ RFC7598].
7.2. MNAP BR

The MAP BR MUST be configured with correspondi ng mapping rules for
each MAP domain for which it is acting as a BR

For increased reliability and | oad bal ancing, the BR | Pv6 address MAY
be an anycast address shared across a given MAP domain. As MAP is
statel ess, any BR may be used at any tinme. |If the BR IPv6 address is
anycast, the relay MJST use this anycast |Pv6 address as the source
address in packets relayed to CEs.

Si nce MAP uses provider address space, no specific routes need to be
advertised externally for MAP to operate in |IPv6 or |Pv4d BGP
However, if anycast is used for the MAP | Pv6 rel ays, the anycast
addresses nmust be advertised in the service provider’'s |IGP
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8.

8.

For war di ng Consi derati ons

Figure 1 depicts the overall MAP architecture with IPv4 users
connected to a routed | Pv6 network.

MAP uses encapsul ati on node as specified in [ RFC2473].

For a shared | Pv4 address, a MAP CE forwarding | Pv4 packets fromthe
LAN perforns NAT44 functions first and creates appropriate NAT44

bi ndi ngs. The resulting | Pv4 packets MJST contain the source |Pv4
address and source transport identifiers specified by the MAP

provi sioning paraneters. The |Pv4 packet is forwarded using the CE s
MAP forwardi ng function. The |Pv6 source and destinati on addresses
MUST t hen be derived as per Section 5 of this docunent.

1. Receiving Rules

A MAP CE receiving an | Pv6 packet to its MAP | Pv6 address sends this
packet to the CE's MAP function, where it is decapsul ated. The
resulting | Pv4 packet is then forwarded to the CE' s NAT44 function
where it is handl ed according to the NAT's translation table.

A MAP BR receiving | Pv6 packets selects a best matchi ng MAP domai n
rule (Rule I Pv6 prefix) based on a | ongest address match of the
packet’s | Pv6 source address, as well as a match of the packet
destinati on address against the configured BR | Pv6 address(es). The
selected MAP Rule allows the BRto deternine the EA-bits fromthe
source | Pv6 address.

To prevent spoofing of |Pv4 addresses, any MAP node (CE and BR) MJST
performthe follow ng validation upon reception of a packet. First,
the enbedded | Pv4 address or prefix, as well as the PSID (if any),
are extracted fromthe source | Pv6 address using the matchi ng MAP
Rul e. These represent the range of what is acceptable as source |Pv4
address and port. Second, the node extracts the source |Pv4 address
and port fromthe |IPv4 packet encapsul ated inside the | Pv6 packet.

If they are found to be outside the acceptable range, the packet MJST
be silently discarded and a counter increnented to indicate that a
potential spoofing attack nmay be underway. The source validation
checks just described are not done for packets whose source |Pv6
address is that of the BR (BR I Pv6 address).

By default, the CE router MJST drop packets received on the MAP
virtual interface (i.e., after decapsulation of I1Pv6) for |Pv4
destinations not for its own |Pv4 shared address, full |Pv4 address,
or | Pv4 prefix.
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8.2. ICW

| CMP nessages shoul d be supported in MAP dommi ns. Hence, the NAT44
in the MAP CE MJST inplement the behavior for |CMP nmessages
conforming to the best current practice docunented in [ RFC5508].

If a MAP CE receives an | CVMP nessage having the I1CVW° ldentifier field
in the | CVP header, the NAT44 in the MAP CE MUST rewite this field
to a specific value assigned fromthe port set. BRs and other CEs
must handle this field in a way sinmlar to the handling of a port
nunber in the TCP/UDP header upon receiving the | CMP nmessage with the
ICWP Identifier field.

If a MAP node receives an |CVWP error nessage w thout the | CWP
Identifier field for errors that are detected inside an |Pv6 tunnel
a node should relay the ICVMP error message to the original source.
Thi s behavi or SHOULD be i nplenmented in accordance with Section 8 of
[ RFC2473] .

8.3. Fragnentation and Path MIU Di scovery

Due to the different sizes of the IPv4 and | Pv6 headers, handling the
maxi mum packet size is relevant for the operation of any system
connecting the two address famlies. There are three nechanisns to
handl e this issue: Path MIU Di scovery (PMIUD), fragnmentation, and
transport-layer negotiation such as the TCP Maxi mum Segnent Size
(MBS) option [RFC879]. MAP uses all three nechanisns to deal with

di fferent cases.

8.3.1. Fragnentation in the MAP Donmain

Encapsul ating an | Pv4 packet to carry it across the MAP domain will
increase its size (typically by 40 bytes). It is strongly
recormended that the MIU in the MAP domain be well managed and t hat
the 1Pv6 MIU on the CE WAN-side interface be set so that no
fragnentation occurs within the boundary of the MAP domai n

For an | Pv4 packet entering a MAP donmain, fragnmentation is performed
as described in Section 7.2 of [RFC2473].

The use of an anycast source address could lead to an I CVP error
nessage generated on the path being sent to a different BR
Therefore, using a dynamcally set tunnel MIU (Section 6.7 of

[ RFC2473]) is subject to IPv6 Path MIU bl ack holes. A MAP BR using
an anycast source address SHOULD NOT by default use Path Mru

Di scovery across the MAP domain
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Mul tiple BRs using the same anycast source address could send
fragmented packets to the same CE at the sanme tinme. |If the
fragmented packets fromdifferent BRs happen to use the same
fragment 1D, incorrect reassenbly m ght occur. See [RFC4459] for an
anal ysis of the problem Section 3.4 of [RFC4459] suggests sol ving
the problem by fragmenting the inner packet.

8.3.2. Receiving | Pv4 Fragnents on the MAP Donmi n Borders

The forwardi ng of an | Pv4 packet received fromoutside of the MAP
domain requires the | Pv4 destination address and the
transport-protocol destination port. The transport-protoco
information is only available in the first fragnent received. As
described in Section 5.3.3 of [RFC6346], a MAP node receiving an

| Pv4 fragmented packet from outside has to reassenbl e the packet

bef ore sendi ng the packet onto the MAP Iink. |If the first packet
recei ved contains the transport-protocol information, it is possible
to optimze this behavior by using a cache and forwardi ng the

fragnments unchanged. |nplenenters of MAP should be aware that there
are a nunber of well-known attacks against |P fragnentation; see
[ RFC1858] and [RFC3128]. |Inplenenters should al so be aware of

additional issues with reassenbling packets at high rates, as
descri bed in [ RFC4963].

8.3.3. Sending |IPv4d Fragnents to the Qutside

If two | Pv4 hosts behind two different MAP CEs with the same |Pv4
address send fragnents to an | Pv4 destination host outside the
domai n, those hosts may use the same | Pv4 fragnentation identifier
resulting in incorrect reassenbly of the fragnments at the destination
host. Gven that the I Pv4 fragnentation identifier is a 16-bit

field, it could be used simlarly to port ranges. A MAP CE could
remite the IPv4 fragmentation identifier to be within its allocated
port set, if the resulting fragnent identifier space was |arge enough
related to the rate at which fragments were sent. However, splitting
the identifier space in this fashion would increase the probability
of reassenbly collisions for all connections through the Custoner
Prem ses Equi pnment (CPE). See al so [ RFC6864].

9. NAT44 Consi derati ons

The NAT44 inplenmented in the MAP CE SHOULD conformto the behavi or
and best current practices docunented in [ RFC4787], [RFC5508], and
[ RFC5382]. In MAP address-sharing node (determ ned by the MAP
domain / rule configuration paranmeters), the operation of the NAT44
MJST be restricted to the avail able port nunbers derived via the
Basi ¢ Mappi ng Rul e.
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10.

Security Considerations

Spoofing attacks: Wth consistency checks between | Pv4 and | Pv6
sources that are performed on |IPv4/1Pv6 packets received by MAP
nodes, MAP does not introduce any new opportunity for spoofing
attacks that would not already exist in |Pve6.

Deni al - of -service attacks: In MAP domai ns where | Pv4 addresses are
shared, the fact that |Pv4 datagram reassenbly may be necessary
i ntroduces an opportunity for DoS attacks. This is inherent in
address sharing and is conmon with ot her address-sharing
approaches such as DS-Lite and NAT64/ DNS64. The best protection
agai nst such attacks is to accelerate | Pv6 depl oynent so that
address sharing is used less and | ess where MAP is supported

Routing | oop attacks: Routing |oop attacks nay exist in sone
"automati c tunneling" scenarios and are docunented in [ RFC6324].
They cannot exist with MAP because each BR checks that the |IPv6
source address of a received |Pv6 packet is a CE address based on
t he Forwardi ng Mappi ng Rul e.

Attacks facilitated by restricted port set: Fromhosts that are not
subject to ingress filtering [ RFC2827], an attacker can inject
spoof ed packets during ongoing transport connections [ RFC4953]

[ RFC5961] [ RFC6056]. The attacks depend on guessing which ports
are currently used by target hosts. Using an unrestricted port
set is preferable, i.e., using native |IPv6 connections that are
not subject to MAP port-range restrictions. To minimze these
types of attacks when using a restricted port set, the MAP CE s
NAT44 filtering behavior SHOULD be "Address-Dependent Filtering"
as described in Section 5 of [RFC4787]. Furthernore, the MAP CEs
SHOULD use a DNS transport proxy [ RFC5625] function to handl e DNS
traffic and source such traffic fromIPv6 interfaces not assigned
to MAP.

[ RFC6269] outlines general issues with |IPv4 address sharing.
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Appendi x A.  Exanpl es
Exanmple 1 - Basic Mappi ng Rul e:

G ven the MAP domain information and an | Pv6 address of
an endpoi nt:

End- user |1 Pv6 prefix: 2001: db8: 0012: 3400: :/56
Basi ¢ Mappi ng Rul e: {2001: db8: 0000::/40 (Rule IPv6 prefix),
192.0.2.0/24 (Rule I Pv4 prefix),
16 (Rule EA-bit length)}
PSI D | engt h: (16 - (32 - 24) = 8 (sharing ratio of 256)
PSI D of f set: 6 (default)

A MAP node (CE or BR) can, via the BMR or equival ent FMR
determ ne the | Pv4 address and port set as shown bel ow.

EA bits offset: 40
| Pv4 suffix bits (p) Length of |IPv4 address (32) -
| Pv4 prefix length (24) = 8

| Pv4 address: 192.0. 2. 18 (0xc0000212)
PSID start: 40 + p = 40 + 8 = 48
PSI D | engt h: o-p=(56- 40) - 8 =28
PSI D: 0x34

Avai l abl e ports (63 ranges): 1232-1235, 2256-2259, ......
63696- 63699, 64720- 64723

The BMR information allows a MAP CE to determ ne (conpl ete)
its IPv6 address within the indicated | Pv6e prefix.

| Pv6 address of MAP CE: 2001: db8:0012: 3400: 0000: c000: 0212: 0034
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Example 2 - BR

Anot her exanple is a MAP BR, configured with the followi ng FMR
when receiving a packet with the follow ng characteristics:

| Pv4 source address: 1.2.3.4 (0x01020304)

| Pv4 source port: 80

| Pv4 destination address: 192.0.2.18 (0xc0000212)
| Pv4 destination port: 1232

For war di ng Mapping Rule: {2001:db8::/40 (Rule IPv6 prefix),
192.0.2.0/24 (Rule 1 Pv4 prefix),
16 (Rule EA-bit length)}

| Pv6 address of MAP BR: 2001: db8: ffff::1

The above information allows the BR to derive the mapped
destination | Pv6 address for the corresponding MAP CE, and al so
the mapped source | Pv6 address for the | Pv4 source address,

as follows:

| Pv4 suffix bits (p): 32 - 24 =8 (18 (0x12))
PSI D | engt h: 8
PSI D 0x34 (1232)

The resulting | Pv6 packet will have the foll owi ng key fields:

| Pv6 source address: 2001: db8: ffff::1
| Pv6 destination address: 2001: db8:0012: 3400: 0000: c000: 0212: 0034

Exanpl e 3 - Forwardi ng Mappi ng Rul e:

An | Pv4 host behind the MAP CE (addressed as per the previous
exanpl es) corresponding with IPv4 host 1.2.3.4 will have its
packets encapsul ated by 1 Pv6 using the | Pv6 address of the BR
configured on the MAP CE as foll ows:

| Pv6 address of BR 2001: db8: ffff::1
| Pv4 source address: 192.0.2.18

| Pv4 destinati on address: 1.2.3. 4

| Pv4 source port: 1232

| Pv4 destination port: 80

MAP CE | Pv6 source address: 2001: db8:0012: 3400: 0000: c000: 0212: 0034
| Pv6 destination address: 2001: db8: ffff::1
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Example 4 - Rule with no enbedded address bits and no address
shari ng:

End-user | Pv6 prefix: 2001:db8: 0012: 3400::/56

Basi ¢ Mappi ng Rul e: {2001: db8: 0012: 3400:: /56 (Rule IPv6 prefix),
192.0.2.18/32 (Rule I Pv4 prefix),
0 (Rule EA-bit length)}

PSI D | engt h: 0 (sharing ratio is 1)

PSI D of fset: n/ a

A MAP node (CE or BR) can, via the BMR or equival ent FMR determ ne
the 1 Pv4 address and port set as shown bel ow.

EA bits offset: 0
| Pv4 suffix bits (p): Length of |IPv4 address (32) -
| Pv4 prefix length (32) =0

| Pv4 address: 192.0.2.18 (0xc0000212)
PSID start: 0

PSI D | engt h: 0

PSI D nul

The BMR information allows a MAP CE to al so determi ne (conpl ete)
its full 1Pve address by conmbining the IPv6 prefix with the MAP
interface identifier (that enbeds the |Pv4 address).

| Pv6 address of MAP CE: 2001: db8:0012: 3400: 0000: c000: 0212: 0000
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Example 5 - Rule with no enbedded address bits and address sharing
(sharing ratio of 256):

End-user | Pv6 prefix: 2001:db8: 0012: 3400::/56

Basi ¢ Mappi ng Rul e: {2001: db8: 0012: 3400:: /56 (Rule IPv6 prefix),
192.0.2.18/32 (Rule I Pv4 prefix),
0 (Rule EA-bit length)}

PSI D | engt h: 8 (from DHCP; sharing ratio of 256)
PSI D of f set: 6 (default)
PSI D: 0x34 (from DHCP)

A MAP node can, via the Basic Mapping Rule, determne the |Pv4
address and port set as shown bel ow.

EA bits offset: 0
| Pv4 suffix bits (p): Length of |Pv4 address (32) -
| Pv4 prefix length (32) =0

| Pv4 address: 192. 0. 2. 18 (0xc0000212)
PSI D of fset: 6

PSI D | engt h: 8

PSI D: 0x34

Avai l abl e ports (63 ranges): 1232-1235, 2256-2259, ...... ,
63696- 63699, 64720- 64723

The Basic Mapping Rule information allows a MAP CE to al so
determ ne (complete) its full |Pv6 address by combining the |IPv6
prefix with the MAP interface identifier (that enbeds the |IPv4
address and PSID).

| Pv6 address of MAP CE: 2001: db8: 0012: 3400: 0000: c000: 0212: 0034
Note that the | Pv4 address and PSID are not derived fromthe |Pv6

prefix assigned to the CE but are provisioned separately using,
for exanpl e, DHCP
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Appendi x B. A More Detailed Description of the Derivation of the
Port - Mappi ng Al gorithm

Thi s appendi x descri bes how the port-nmappi ng al gorithm described in
Section 5.1 was derived. The algorithmis used in domai ns whose
rul es all ow | Pv4 address shari ng.

The basic requirenent for a port-mapping algorithmis that the port
sets it assigns to different MAP CEs MJST be non-overlapping. A
nunber of other requirenents guided the choice of the algorithm

0o In keeping with the general MAP algorithm the port set MJUST be
derivable froma Port Set identifier (PSID) that can be enbedded
in the End-user |Pv6 prefix.

o The mappi ng MJUST be reversible such that, given the port nunber,
the PSID of the port set to which it bel ongs can be quickly
deri ved.

o The algorithm MUST all ow a broad range of address-sharing ratios.

o It SHOULD be possible to exclude subsets of the conplete port
nunberi ng space from assi gnnment. Most operators woul d exclude the
systemports (0-1023). A conservative operator m ght exclude al
but the transient ports (49152-65535).

0o The effect of port exclusion on the possible values of the
End-user 1 Pv6 prefix (i.e., due to restrictions on the PSID val ue)
SHOULD be mi ni m zed.

o For admnistrative sinmplicity, the al gorithm SHOULD al | ocate the
sane or al nost the sanme nunber of ports to each CE sharing a given
| Pv4 address.

The two extrenme cases that an algorithm satisfying those conditions

m ght support are when (1) the port nunbers are not contiguous for
each PSID but uniformy distributed across the allowed port range and
(2) the port nunbers are contiguous in a single range for each PSID.
The port-nmapping al gorithm proposed here is called the CGeneralized
Modul us Al gorithm (GvA) and supports both of these cases.

Troan, et al. St andards Track [ Page 29]



RFC 7597 MAP- E July 2015

For a given |Pv4 address-sharing ratio (R) and the maxi nrum nunber of
contiguous ports (M in a port set, the GVA is defined as follows:

a. The port nunbers (P) corresponding to a given PSID are
gener ated by:

(1) ... P=(R* M * i + M* PSID + j

where i and j are indices and the ranges of i, j, and the PSID
are di scussed bel ow.

b. For any given port nunmber P, the PSID is cal cul ated as:
(2) ... PSID=trunc((P nodulo (R* M) / M

where trunc() is the operation of rounding down to the nearest
i nteger.

Formula (1) can be interpreted as follows. First, the available port
space is divided into bl ocks of size R* M Each block is divided
into R individual ranges of length M The index i in formula (1)

sel ects a block, PSID selects a range within that block, and the
index j selects a specific port value within the range. On the basis
of this interpretation

o i ranges fromceil(N/ (R* M) to trunc(65536/(R* M) - 1, where
ceil is the operation of rounding up to the nearest integer and N
is the nunber of ports (e.g., 1024) excluded fromthe | ower end of
the range. That is, any bl ock containing excluded values is
di scarded at the lower end, and if the final block has fewer than
R* Mvalues it is discarded. This ensures that the sane nunber
of ports is assigned to every PSID.

o PSIDranges fromO to R - 1.

o j ranges fromO to M- 1.
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B.1. Bit Representation of the Al gorithm

If Rand Mare powers of 2 (R = 2"k, M= 2"m, fornula (1) translates
to a conputationally convenient structure for any port number
represented as a 16-bit binary nunmber. This structure is shown in

Fi gure 9.

0 8 15
R LT T Hommmmaas ommo - T +
I P I
---------------- L I LT pepep
| [ | PSI D | ]

S S +
| <----a bits---><----- kK bits---->|<------ mbits----- >|

Figure 9: Bit Representation of a Port Number

As shown in the figure, the index value i of formula (1) is given by
the first a = 16 - k - mbits of the port nunber. The PSID value is
given by the next k bits, and the index value j is given by the |ast
m bi ts.

Because the PSID is always in the sane position in the port number
and al ways the sane length, different PSID val ues are guaranteed to
generate different sets of port nunbers. |In the reverse direction
the generating PSID can be extracted fromany port nunber by a

bi t mask operati on.

Note that when Mand R are powers of 2, 65536 divides evenly by
R* M Hence, the final block is conplete, and the upper bound on
is exactly 65536/ (R* M - 1. The lower bound on i is still the
mnimmrequired to ensure that the required set of ports is
excluded. No port numbers are wasted through the discarding of

bl ocks at the lower end if block size R* Mis a factor of N, the
nunber of ports to be excl uded.

As a final note, the nunmber of blocks into which the range 0-65535 is
being divided in the above representation is given by 2%a. Hence,
the case where a = 0 can be interpreted as one where the conpl ete
range has been divided into a single block, and individual port sets
are contained in contiguous ranges in that block. W cannot throw
away the whole block in that case, so port exclusion has to be

achi eved by putting a | ower bound equal to ceil (N/ M on the all owed
set of PSID val ues instead.
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B.2. GVA Exanpl es

For exanple, for R = 256, PSID = 0, offset: a = 6 and PSID | engt h:
k =8 bits:

Avai l abl e ports (63 ranges): 1024-1027, 2048-2051,
63488- 63491, 64512- 64515

Example 1: with offset = 6 (a = 6)

For exanple, for R=64, PSID=0, a =0 (PSID offset = 0 and PSID
length = 6 bits), no port exclusion

Avai l abl e ports (1 range): 0-1023
Example 2: with offset = 0 (a =0) and N=0
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