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Abst r act

As | PTV depl oynments grow i n nunmber and size, service providers are
| ooking for solutions that minimze the service disruption due to
faults in the IP network carrying the packets for these services.
Thi s docunent describes a mechanismfor mninmzing packet loss in a
net wor k when node or link failures occur. Milticast-only Fast
Rerout e (MOFRR) wor ks by maki ng sinple enhancenents to multicast
routing protocols such as Protocol |ndependent Multicast (PIM and
Mul tipoint LDP (nLDP).

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7431
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| ntroducti on

Di fferent solutions have been devel oped and depl oyed to inprove
servi ce guarantees, both for multicast video traffic and Video on
Demand traffic. Mst of these solutions are geared towards finding
an alternate path around one or nore failed network el ements (Ilink,
node, or path failures).

Thi s docunent describes a mechani smfor mninmzing packet loss in a
networ k when node or link failures occur. Milticast-only Fast
Reroute (MOFRR) works by making sinple changes to the way sel ected
routers use multicast protocols such as PIMand nLDP. No changes to
the protocols thenselves are required. Wth MFRR, in nany cases,
mul ticast routing protocols don’t necessarily have to depend on or
have to wait on unicast routing protocols to detect network failures;
see Section 5.

On a Merge Point, MoFRR logic determines a primary Upstream Mil ticast
Hop (UVMH) and a secondary UVH and joins the tree via both

si mul taneously. Data packets are received over the primry and
secondary paths. Only the packets fromthe primary UVH are accepted
and forwarded down the tree; the packets fromthe secondary UVH are
di scarded. The UVH determ nation is different for PIMand nLDP and
explained in Section 4. Wen a failure is detected on the path to
the primary UVH, the repair occurs by changing the secondary UVH into
the primary and the primary into the secondary. Since the repair is
local, it is fast -- greatly inproving convergence times in the event
of node or link failures on the path to the primary UWH

1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
2. Term nol ogy

MoFRR: Multicast-only Fast Reroute.

ECWVP: Equal - Cost Mul ti pat h.

nLDP: Ml tipoint Label Distribution Protocol

PIM Protocol |ndependent Milticast.

UVH: Upstream Mul ticast Hop. A candidate next-hop that can be used
to reach the root of the tree
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tree: Either a PIM(S, G/ (*, G tree or an nLDP Point-to-Miltipoint
(P2WMP) or Miltipoint-to-Miltipoint (MP2MP) LSP

OF: Qutgoing interface. An interface used to forward multicast
packets down the tree towards the receivers. Either a PIM
(S, 9/(*,Q tree or an nLDP P2MP or MP2MP LSP.

LFA: Loop-Free Alternate as defined in [ RFC5286]. |In unicast Fast
Reroute, this is an alternate next-hop that can be used to reach a

uni cast destination without using the protected |link or node.

Merge Point: Arouter that joins a nulticast streamvia two divergent
upstream pat hs.

RPF: Reverse Path Forwardi ng.
RP: Rendezvous Point.
LSP: Label Switched Path.
LSR Label Switching Router.
BFD: Bidirectional Forwarding Detection
| GP: Interior Gateway Protocol
MVPN: Multicast Virtual Private Network.
POP: Point OF Presence, an access point into the network.

2. Basic Overview
The basic idea of MoOFRR is for a Merge Point router to join a
multicast tree via two divergent upstream paths in order to get
maxi mum r edundancy. The determnation of this alternate upstreamis
defined in Section 3.
In order to maxi m ze robustness against any failure, the two paths
shoul d be as diverse as possible. Ideally, they should not merge
upstream Sonetimes the topol ogy guarantees maxi mal redundancy;
other times additional configuration or techniques are needed to
enforce it. See Section 6 for nore discussion on the applicability

of MOFRR dependi ng on the network topol ogy.

A Merge Point router should only accept and forward on one of the
upstream paths at a time in order to avoid duplicate packet
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forwarding. The selection of the prinary and secondary UVH i s done
by the MbFRR | ogi ¢ and nornally based on unicast routing to find
| oop-free candidates. This is described in Section 4.

Note, the impact of an additional anmount of data on the network is
mtigated when tree nenbership is densely popul ated. Wen a part of
the network has redundant data flowi ng, join latency for new joining
nmenbers is reduced because it's likely a tree Merge Point is not far
away.

3. Determnation of the Secondary UWH
The secondary UVH is a Loop-Free Alternate (LFA) as per [ RFC5286].
3.1. ECWP-Mde MFRR

If the IG installs two ECMP paths to the source, then as per

[ RFC5286] the LFA is a prinary next-hop. |If the nulticast tree is
enabl ed for ECVMP-npbde MbFRR, the router installs the paths as prinmary
and secondary UwVHs. Before the failure, only packets received from
the primary UVH path are processed, while packets received fromthe
secondary UVH are dropped.

The selected primary UVH SHOULD be the sanme as if the MoFRR extension
were not enabl ed.

If nore than two ECVP pat hs exist, one is selected as primary and
anot her as secondary UVH  The selection of the primary and secondary
is a local decision. Information fromthe IGP |Iink-state topol ogy
could be leveraged to optim ze this selection such that the primary
and secondary paths are maxi nal divergent and don't |lead to the sane
upstream node. Note that MdFRR does not restrict the nunmber of UWH
paths that are joined. |Inplenentations may use as many paths as are
confi gur ed.

3.2. Non- ECVMP- Mbde MFRR

A router X configured for non- ECMP-node MbFRR for a nulticast tree
joins a primary path to its primary UVH and a secondary path to its
LFA UVH. In order to prevent control-plane | oops, a router MJIST stop
joining the secondary UVH if this UMH is the only menber in the OF
l'ist.

To illustrate the reason for this rule, let’s consider the exanple in
Figure 3. |If tw Provider Edge routers, PE1l and PE2, have received
an | GW request for a nulticast tree, they will both join the primary
path on their plane and a secondary path to the neighbor PE. If
their receivers |eave at the sane tinme, it’'s possible for the
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nulticast tree on PEl and PE2 to never get deleted, as the PEs
refresh each other via the secondary path joins (renmenber that a
secondary path join is not distinguishable froma primary join).

4. Upstream Mul ticast Hop Sel ection

An Upstream Multicast Hop (UWVH) is a candi date next-hop that can be
used to reach the root of the tree. This is normally based on

uni cast routing to find | oop-free candidate(s). Wth MFRR
procedures, we select a primary and a backup UVH. The procedures for
determning the UVH are different for PIM and nlLDP.

4.1. PIM

The UWH selection in PIMis also known as the Reverse Path Forwarding
(RPF) procedure. Based on a unicast route | ookup on either the
source address or Rendezvous Point (RP) [ RFC4601], an upstream
interface is selected for sending the PIM Joins/Prunes AND accepti ng
the nmulticast packets. The interface the packets are received on is
used to pass or fail the RPF check. |f packets are received on an
interface that was not selected as the primary by the RPF procedure,
the packets are di scarded.

4.2. nlLDP

The UWVH selection in nLDP al so depends on uni cast routing, but the
difference fromPIMis that the acceptance of nulticast packets is
based on MPLS | abels and is independent of the interface on which the
packet is received. Using the procedures as defined in [ RFC6388], an
upstream Label Switching Router (LSR) is elected. The upstream LSR
that was elected for a Label Switched Path (LSP) gets a unique |oca
MPLS | abel allocated. Milticast packets are only forwarded if the
MPLS | abel matches the MPLS | abel that was allocated for that LSP s
(primary) upstream LSR

5. Detecting Failures

Once the two paths are established, the next step is detecting a
failure on the primary path to know when to switch to the backup
path. This is a local issue, but this section explores some
possibilities.

The first (and sinplest) option is to detect the failure of the loca
interface as it’s done for unicast Fast Reroute. Detection can be
performed using the |oss of signal or the | oss of probing packets
(e.g., BFD). This option can be used in conbination with the other
options as docunented bel ow. Just like for unicast fast reroute,

50 nsec switchover is possible.
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A second option consists of conparing the packets received on the
primary and secondary streans but only forwardi ng one of them-- the
first one received, no matter which interface it is received on

Zero packet loss is possible for RTP-based streans.

A third option assunmes a mni num known packet rate for a given data
stream |If a packet is not received on the primary RPF within this
time frane, the router assunmes prinmary path failure and switches to
the secondary RPF interface. 50 nsec sw tchover may be possible for

hi gh-rate streans (e.g., |PTV where SD video has a continuous inter-
packet gap of about 3 nsec), but in general the delay is dependent on
the rate of the nulticast stream

A fourth option | everages the significant inprovenents of the IGP
convergence speed. Wen the primary path to the source is w thdrawn
by the I G°, the MoFRR-enabl ed router switches over to the backup
path, and the UVH is changed to the secondary UVH  Since the
secondary path is already in place, and assuming it is disjoint from
the primary path, convergence tines would not include the tine
required to build a new tree and hence are snaller. Sub-second to
sub- 200 nsec swi tchover shoul d be possible.

6. MPFRR Applicability to Dual - Pl ane Topol ogy

MoFRR applicability is topol ogy dependent. The applicability is the
sane as LFA FRR, which is discussed in [ RFC6571].

The follow ng section will discuss MoFRR applicability to dual-pl ane
net wor k t opol ogi es.

MoFRR wor ks best in dual -planes topologies as illustrated in the
figures below. MFRR may be enabl ed on any router in the network.
In the figures below, MFRR is shown enabl ed on the Provider Edge
(PE) routers to illustrate one way in which the technol ogy may be
depl oyed.
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Figure 1. Two-Pl ane Network Design

The topol ogy has two planes, a primary plane and a secondary pl ane
that are fully disjoint fromeach other all the way into the POPs.
Thi s two-plane design is conmon in service provider networks as it
elimnates single point of failures in their core network. The |inks
marked P indicate the normal (primary) path of how the PIM Joins flow
fromthe POPs towards the source of the network. Milticast streans,
especially for the densely watched channels, typically flow al ong
both the planes in the network anyway.

The only change MbFRR adds to this is on the |inks marked S where the
PE routers join a secondary path to their secondary ECMP UVH. As a
result of this, each PE router receives two copies of the sane
stream one fromthe primary plane and the other fromthe secondary
plane. As a result of normal UWVH behavior, the multicast stream
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received over the primary path is accepted and forwarded to the
downstream receivers. The copy of the streamreceived fromthe
secondary UWVH i s di scarded.

VWhen a router detects a routing failure on the path to its primary
UWH, it will switch to the secondary UVH and accept packets for that
stream If the failure is repaired, the router nay swi tch back. The
primary and secondary UVHs have only | ocal context and not end-to-end
cont ext .

As one can see, MFRR achieves the faster convergence by pre-building
the secondary multicast tree and receiving the traffic on that
secondary path. The exanple discussed above is a sinple case where
there are two ECVWP paths from each PE device towards the source, one
along the primary plane and one along the secondary. In cases where
the topology is asymmetric or is a ring, this ECVMP nature does not
hol d, and additional rules have to be taken into account to choose
when and where to join the secondary path.

MoFRR is appealing in such topologies for the foll owi ng reasons:

1. Ease of deploynent and sinmplicity: the functionality is only
required on the PE devices, although it may be configured on al
routers in the topology. Furthernore, each PE device can be
enabl ed separately; there is no need for network-w de
coordination in order to deploy MoFRR Interoperability testing
is not required as there are no PIMor nlLDP protocol changes.

2. End-to-end failure detection and recovery: any failure along the
path fromthe source to the PE can be detected and repaired with
the secondary disjoint stream (See the second, third, and
fourth options in Section 5.)

3. Capacity efficiency: as illustrated in the previous exanple, the
mul ticast trees corresponding to | PTV channel s cover the backbone
and distribution topology in a very dense manner. As a
consequence, the secondary path grafts onto the normal multicast
trees (i.e., trees signaled by PIMor nLDP w thout the MoFRR
extension) at the aggregation |evel and hence does not denand any
extra capacity either on the distribution links or in the
backbone. The secondary path sinmply uses the capacity that is
normal |y used, without any duplication. This is different from
conventional FRR nechanisns that often duplicate the capacity
requi renents when the backup path crosses |inks/nodes that
already carry the primary/normal tree, and thus twi ce as much
capacity is required.
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4. Loop-free: the secondary path join is sent on an ECVP di sj oi nt
path. By definition, the neighbor receiving this request is
closer to the source and hence will not cause a | oop

The topol ogy we just analyzed is very frequent and can be nodel ed as
per Figure 2. The PE has two ECMP di sjoint paths to the source.
Each ECVMP path uses a disjoint plane of the network.

Sour ce
/ \
Pl anel Pl ane2
| |
Al A2
\
PE

Figure 2: PE is Dual -Honed to Dual - Pl ane Backbone

Anot her frequent topology is described in Figure 3. PEs are grouped
by pairs. |In each pair, each PE is connected to a different plane.
Each PE has one single shortest-path to a source (via its connected
plane). There is no ECMP like in Figure 2. However, there is
clearly a way to provi de MobFRR benefits as each PE can offer a

di sj oi nt secondary path to the PE in the other plane (via the

di sjoint path).

The MoFRR secondary nei ghbor sel ection process needs to be extended
in this case as one cannot sinmply rely on using an ECMP path as
secondary neighbor. This extension is referred to as non- ECMP- node
MOFRR and is described in Section 3.2.

Sour ce
/ \
Pl anel Pl ane2
| |
Al A2
PE1- - - - PE2

Figure 3: PEs Are Connected in Pairs to Dual - Pl ane Backbone

7. O her Topol ogi es
As mentioned in Section 6, MFRR works best in dual -plane topol ogies.

If MOFRR is applied to non-dual -pl ane networks, it’'s possible that
the secondary path is affected by the sane failure that affected the
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10.

primary path. In that case, there is no guarantee that the backup
path will provide an uninterrupted traffic flow of packets without
| oss or duplication.

Capacity Planning for MFRR

The previous section has described two very frequent designs (Figures
2 and 3) which provide naxi mum MoFRR benefits.

Desi gners with topol ogies different than Figures 2 and 3 can stil
benefit from MoFRR, thanks to the use of capacity planning tools.

Such tools are able to sinulate the ability of each PE to build two
di sjoint branches of the sane tree. This simulation could be for
hundreds of PEs and hundreds of sources.

This all ows an assessnment of the MoFRR protection coverage of a given
network, for a set of sources.

If the protection coverage is deened insufficient, the designer can
use such a tool to optimze the topology (add |inks, change |IGP
metrics).

PE Nodes

Many Service Providers devise their topol ogy such that PEs have

di sjoint paths to the nulticast sources. MFRR |everages the

exi stence of these disjoint paths wthout any PIMor nmlLDP protoco
nodi fication. Interoperability testing is thus not required. In
such topol ogi es, MoFRR only needs to be depl oyed on the PE devi ces.
Each PE devi ce can be enabl ed one by one.

O her Applications

VWiile all the examples in this docunment show the MFRR applicability
on PE devices, it is clear that MoFRR coul d be enabl ed on aggregation
or core routers.

MoFRR can be popul ar in data center network configurations. Wth the
advent of |ower-cost Ethernet and increasing port density in routers,
there is more nmeshed connectivity than ever before. Wen using a
three-level access, distribution, and core layers in a data center,
there is a lot of inexpensive bandwi dth connecting the |ayers. This
will lend itself to nore opportunities for ECVMP paths at nmultiple
layers. This allows for multiple layers of redundancy protecting
link and node failure at each layer with mnimal redundancy cost.
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11.

12.

12.

12.

Redundancy costs are reduced because only one packet is forwarded at
every link along the primary and secondary data paths so there is no
duplication of data on any link thereby providing make-bef ore- break
protection at a very small cost.

A MOFRR router only accepts packets fromthe primary path and

di scards packets fromthe secondary path. For that reason,
managenment applications (like ping and ntrace) will not work when
verifying the secondary path.

The MoFRR principle may be applied to M/PNs.
Security Considerations

There are no security considerations for this design other than what
is already in the main PI M specification [ RFC4601] and mnlLDP
speci fication [ RFC6388].
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