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Abst ract
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mechani sns for interactive real-time conmunication. This report
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Engi neering Task Force (I ETF) conmunity.
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1

| ntroducti on

The Internet Architecture Board (1 AB) hol ds occasi onal workshops
designed to consider long-termissues and strategies for the
Internet, and to suggest future directions for the Internet
architecture. This long-termplanning function of the IABis

conpl ementary to the ongoing engineering efforts perforned by working
groups of the Internet Engi neering Task Force (IETF), under the

| eadership of the Internet Engineering Steering Goup (I ESG and area
di rectorates.

Any application that sends significant anounts of data over the
Internet is expected to inplenent reasonabl e congestion contro
behavi or. The goals for congestion control are well understood and
documented in RFC 2914 [2] and RFC 5405 [1]:

1. Preventing congestion coll apse.
2. Alowing multiple flows to share the network fairly.

The Internet has been used for interactive real-tine comunication
for decades, nobst of which is being transmitted using the Real -Tine
Transport Protocol (RTP) over UDP, often over provisioned capacity
and/ or using only rudi nentary congestion control nechanisns. In
2004, the I AB raised concerns regarding possibilities of a congestion
collapse due to a rapid growh in real-tine voice traffic that does
not practice end-to-end congestion control [17]. That congestion
col I apse did not happen, but concerns rai sed about both congestion
col l apse and fairness are still valid and have gai ned nore rel evance
when applied to nore bandw dt h-hungry vi deo applications. The

devel opnent and upconi ng wi despread depl oynent of web-based real -tine
medi a conmuni cation -- where RTP is used to and fromweb browsers to
transmt audio, video, and data -- will likely result in substantia
new Internet traffic. Due to the projected volunme of this traffic,
as well as the fact that it is nmore likely to use unprovisioned
capacity, it is essential that it is transmtted with robust and

ef fective congestion control mechani sms.

Desi gni ng congestion control mechani sms that performwell under a

wi de variety of traffic mxes and over network paths with w dely
varying characteristics is not easy. Prevention of congestion
col | apse can be achieved through a "circuit breaker" nmechani sm (see,
for exanple, [3]), but for nedia flows that are supposed to coexi st
with a user’s other ongoing conmunication sessions, a congestion
control mechani smthat shares capacity fairly in the presence of a
m x of TCP, UDP, and other protocol flows is needed.
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Many additional conplications arise. Here are sone exanples:

1

Real -tinme interactive media sessions require | ow | atenci es,
whereas stream ng nmedia can use | arge play-out buffers.

In an RTP session, feedback exchanged via the RTP Contro

Protocol (RTCP) typically arrives nuch |ess frequently than, for
exanpl e, TCP ACKs for a given TCP connection. Theoretically, the
RTP/ RTCP control loop can lead to a |longer reaction tinme.

Medi a codecs can usually only adjust their output rates in a nuch
nore coarse-grained fashion than, for exanple, TCP, and user
experience suffers if encoding rates are switched too frequently.
Codecs typically have a mininumsending rate as well.

Sone bits of an encoded nmedia stream are nore inmportant than
others. For exanple, losing or dropping an I-frame of a video
streamis nore problematic than dropping a P-frane [40].

Ranpi ng up the transmi ssion rate can be problematic. Sinply

i ncreasing the output rate of the codec w thout know ng whet her

the network path can sustain transm ssion at the increased rate

runs the danger of incurring a significant anbunt of packet |oss
that can cause playback artifacts.

A congestion control schene for interactive nedia needs to handl e
bundl es of interrelated flows (audio, video, and data) in a way
that accomodat es the preferences of the application in the event
of congesti on.

The desire to provide a congestion control nechanismthat can be
efficiently inplenented inside an application inposes additiona
restrictions. For exanple, a web browser is not able to take the
protocol interactions of a software downl oad happeni ng i n another
application into account.

There are explicit congestion signals (such as Explicit
Congestion Notification (ECN) [19]), and there are inplicit

i ndi cati ons of congestion (e.g., packet delay and loss). Care
must be taken to account for each of these signals, particularly
if various applications react on the sane set of signals.

Large buffers are often used in network el enments and end device
operating systens to better support TCP-based applications.
These buffers introduce additional comunication delay, which
harms the small del ay budget available for interactive real-tine
applications.
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2.

2.

Wor kshop Structure

The | ETF has a long history of work on congestion control nechanisns.
Wth ongoi ng standardi zati on work on real-time interactive medi a
conmuni cati on on the web, new chal |l enges have enmerged that have

ref ocused engi neering attention on congestion control issues. To
take a deeper | ook at congestion control in light of the growth of
real-time traffic, workshop participants were invited to submt
position papers that were then used to organize the workshop agenda
into three principal conponents: a keynote tal k given by Mark Handl ey
describing the history of the work on congestion control for real-
time nedia followed and his views of current problens; a presentation
of simulations and data denonstrating current problens and sol utions;
and a discussion of desirable solution properties and challenges in
depl oyi ng sol uti ons.

1. History and Current Chall enges

Mar k Handl ey argued that since 1988, the Internet has renmi ned
functional despite exponential growth, routers that are sonetines
buggy or misconfigured, rapidly changing applications and usage
patterns, and flash crowds. This is |largely because nost
applications use TCP, and TCP i npl enents end-to-end congestion
control

TCP' s congestion control adapts the windowto fit the capacity

avail able in the network and acconplishes approxi mate fairness

bet ween two conpeting flows over a period of tinme. Mark indicated
that the provided | evel of fairness is not necessarily what we want:
The 1/round-trip-tinme relationship in TCP is not ideal since it neans
that network operators can decide to | ower packet |oss by adding

bi gger buffers (which unfortunately |eads to bufferbloat problens;
see [31] and [39]). The 1/sqgrt(packet drop rate) relationship is

al so not necessarily desirable since TCP initially did not work
particularly well for high-speed flows (which had been the subject of
much TCP research).

TCP controls the congestion window in bytes. For bulk transfer,
usually this results in controlling the nunber of 1500-byte packets
sent per second. Real-time media is different since it has its own
time constraints. For audio, one wants to send one packet per 20 ns
and for video, the ideal value would be 25 to 30 franes per second.
One, therefore, wants to avoid additional sending del ay.

As an exanple, in case of video, to relieve congestion one has to
reduce the nunber of packets-per-second transm ssion rate rather than
transmt smaller packets, since at higher bitrates on WFi the tine
it takes to send a packet is alnbst negligible conpared to the tine
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that is spent with Media Access Control (MAC) | ayer operations.
Reduci ng the packet size makes little difference to the avail able
capacity. For a serial line, it does not matter how big the packets
are.

From a network point of view, the goals of congestion contro
therefore are:

1. Avoid congestion collapse
2. Avoid starvation of TCP flows

3. Avoid starvation of real-time flows, specifically in the case
where TCP and real -tine flows share the sane FI FO queue.

From an application point of view, the goals of congestion contro
are different, nanely:

1. Robust behavior. One wants to have a good throughput when the
network is working well and passabl e performance when the network
i s working poorly.

2. Predictable behavior. This matters froma usability point of
vi ew since variable nedia creates a bad user experience.

3. Lowlatency. Wth large buffers along the end-to-end path,

latency will increase when interactive real-tinme flows conpete
with TCP flows. This results in TCP filling up the buffers;
i ncreased buffering will lead to additional delays for the

delivery of the interactive real-tinme nedia.

Attenpts to provide congestion control for interactive real-tine
nmedi a have previously been nmade in the I ETF, for exanple, with the
work on TCP Friendly Rate Control (TFRC) [12]. TFRC illustrates the
chal l enges quite well. TFRC tries to acconplish the same throughput
as TCP, but with a smoother transmission rate. |t neasures the |oss
and the round-trip tinme but follows a simlar nodel as TCP to
determnmine the sending rate.

Inalink with low statistical multiplexing, TCP can |ead to bad
oscillations. The sending rate hits the maximumrate of a bottl eneck
link, a lot of loss occurs, and then the sending rate peaks again

For very snmall buffers the result is acceptable, but bigger buffers
lead to oscillations. The result is bad for networks and for
applications. To deal with large buffers on these links, a short-
termrate adaptati on based on round-trip time (RTT) information is
utilized in TRFC, but this requires good short-term RTT nmeasurenents.
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TRFC works pretty well in theory. TFRC assunes the network is in
charge of the codec and that the codec can produce data at the
demanded rate. Moddern video codecs inherently produce vari abl e-
bitrate video streams based on the content being encoded, and it is
hard to produce data at exactly the desired bitrate w thout excessive
buffering or ugly quality changes.

What if the codec is put in charge instead of the network? The
network tells the codec the nean rate, but it does not worry about
what happens in short tine scales, and the codec matches the nean
rate and does not worry whether it is over or under the rate for a
relatively short tinme scale. This again leads to the |low statistica
nmul ti pl exi ng problemand | eads to oscillations.

Known congestion control mechanisns work well if they can respond
qui ckly enough to changes and if they do not bunmp into the | ow
statistical multiplexing problem

To avoid the low statistical nmultiplexing problem techniques for
inferring link speed are needed. The work from Van Jacobson’s

pat hchar [37] (and successors) serve as valuable input. The idea is
to send short packet trains, to neasure timng accurately, and to
infer the link speed fromthe relative delay. If we know the |ink
speed, we can avoid exceeding it. Congestion control can give us an
approxinate rate, but we nust not exceed |link speed. This is a
hybrid between codec being in charge (nost of the tine) and the
network being in charge. These work well for sonme |inks, but not for
others. Wreless |inks where speed can change in less than a single
RTT because of fading, bitrate adaption, etc., cause problens. W
woul d Iike to have the codec and the network be in charge. However,
they both cannot be in charge at the sane tine.

Mark indicated that he is not entirely sure whether RTCP is suitable
for congestion control. RTCP gives feedback, but it cannot send it
of ten enough to avoid bunping into link speed. GCircuit breakers [3],
on the other hand, do not help to give good performance on an
uncongested path. Wth circuit breakers, the sender neasures the
loss rate and RTT, and runs with a | oose "cap."

I n conclusion, Mark Handl ey cl ai nred that we know how to do good
congestion control, but only if congestion control is in charge, and
that's not acceptable for real-tine applications. W only know how
to do good congestion control if we change the packet/sec rate and
not the packet size.
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2.2. Sinmulations and Measurenents

This second part of the workshop was focused on the presentation and
the di scussion of data gathered from sinul ations and real -worl d
nmeasur enent s.

Keith Wnstein started the discussion with his presentation of
nmeasurenments performed in cellular operator networks in the US [22].
The neasurenents indicate that the analyzed cellul ar networks showed
varying RTT with transient |atency spikes to hundreds of
mlliseconds, |link speed that varies by a factor of 10 in a short
time scale, and buffers that do not drop packets until they contain
5-10 seconds of data at bottleneck |ink speed.

Zaheduzzanman Sarker [21] presented results fromreal-tinme video
conmuni cation in a Long Term Evol ution (LTE) simulator utilizing ECN
based packet marking and adaptation using inplicit methods |ike
packet |oss and delay. ECN marking provides ways for the network to
explicitly signal congestion and hence distributes the cost of
congestion well and hel ps achi eve | ower |atency. However, although
RFC 3168 [19] was finalized in 2001, the deploynment of ECNis stil

| acking as investigated by Bauer, et al. [25]. A few participants
noted that they believe that the depl oynent of LTE networks will also
i ncrease the deploynent of ECN with the recent work on ECN for RTP
over UDP [11].

Mo Zahaty [20] discussed TFRC [12] and TFRC wi th wei ghted fairness
(Mul TFRC) [4], which tunes TFRC to consider nmultiple flows, and
showed the inmpact of RTT and |oss rates on the type of video quality
that can be achi eved under those conditions. TFRC requires frequent
f eedback, whi ch RTCP does not provide even when considering the
extended RTP profile for RTCP-based feedback (RFC 4585 [5]). M
argued that application-specified weighted fairness is inportant but
whi | e Mul TFRC provi des better performance than TFRC, it is not clear
whet her the added conplexity over an n-tinmes- TFRC approach i s indeed
worth the effort.

Mar kku Koj o shared analysis results of howreal-tinme audio is

af fected by conpeting TCP flows. |In the experinments shown in

Figure 2 of [27], a real-time interactive audio stream had to conpete
agai nst one TCP flow and, as a conparison, against six TCP fl ows.
Wth one concurrent TCP flow, voice is inpacted on startup and six
TCP flows destroy the quality of the call. Two types of |osses were
anal yzed, namely | osses that result froma packet being dropped in
the network (e.g., due to congestion or link errors) and | osses that
result fromthe del ayed arrival of the packet (due to buffering) when
the audi o packet m sses the deadline for the codec to decode and pl ay
the transmtted content. Consequently, even a noderate nunber of TCP
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flows typically used by browsers to retrieve content on web pages in
paral | el causes irreparable harmfor audio transfers. The size of
the initial window (IW also inmpacts interactive real-tine

conmuni cation since a larger TCP IWsize (e.g., WO with ten
segnents, as proposed in [18], instead of three) |eads to a bigger
burst of packets because of the initial w ndow transnission. Note
that the study in [24] does not necessarily lead to the sane

conclusion. It clainms that the increased initial w ndow size | eads
to no inpact or only nodest inpact for buffering in the majority of
cases.

Cul l en Jennings [28] presented neasurenent results show ng

i nteractions between RTP and TCP flows for several widely deployed
vi deo communi cation products: Apple FaceTi ne, Google Hangout, Cisco
Movi, and M crosoft Skype. While all tested products inplenented
some form of congestion control, none of the applications did

additive increase and multiplicative decrease (AIMD). 1In general, it
was observabl e that video adapts nore slowy than AIMD to changes in
avai |l abl e bandwi dth because npbst codecs cannot nake small increases

in sending rates when avail abl e bandwi dth increases, and do not nake
| arge decreases in sending rates when avail abl e bandwi dt h decreases,
in order to inprove the user’s experience.

Stefan Hol mer [43] investigated the difference between | oss-based and
del ay- based congestion control algorithnms. The suitability of |oss-
based congestion control schenes for interactive real-tine

conmuni cati on systems heavily depends on buffer sizes and the

depl oyment of active queue managenent nechanisns. |If npst routers
are using tail-drop queuing, then | oss-based congestion contro
cannot fulfill the requirenments of interactive real-tine applications

since those flows will effectively increase the bitrate until a |oss
event is identified, which only happens when the bottl eneck queue is
full.

2.3. Design Aspects of Problens and Sol utions

During the renaining part of the workshop, the participants di scussed
desi gn aspects of both the problem and sol ution spaces. The

di scussions started with a presentation by Jim Gettys about probl ens
related to bufferbloat [31][36]. Bufferbloat is "a phenonenon in
packet - swi t ched networks, in which excess buffering of packets causes
hi gh | atency and packet delay variation (also known as jitter), as
wel | as reducing the overall network throughput" [39]. A certain
amount of buffering is helpful to inprove the efficiency. Not
droppi ng packets in the event of congestion |eads to increasing

del ays for interactive real-tine conmunication
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Packets may get buffered at various places along the end-to-end path
including in the operating systenfdevice drivers, custonmer prem se
equi prent (such as cabl e nbdem and DSL routers), base stations, and
routers. Wile the understanding of too |arge buffers has inproved
over the |last few years, workshop participants were still concerned
that many equi prent nmanufacturers and network operators do not yet
acknow edge the existence of the problem This |lack of understanding
is caused by the strong focus on throughput network performance
nmeasurenments that do not take latency into account. For exanple,
only recently the Federal Conmunications Conm ssion (FCC) has added
| atency tests to their test suites [41].

Active queue managenent (AQM) ains to prevent queues from grow ng too
large. This is acconplished by nmonitoring queue |ength and informng
the sender by dropping or marki ng packets to | ower their transm ssion
rate. Random Early Detection (RED) [9] is one such AQM al gorithm

but it has not been widely deployed in routers |argely because of
chal l enges to configure it correctly [32]. According to [23], RED
does not work with the default settings as it is "too "gentle" to
handl e fast changes due to TCP sl ow start, when the aggregate traffic
islimted." There nmay also be a lack of incentives to deploy AQV
algorithms. Participants specul ated about the tine it takes to
updat e network equi pnment (to support AQM al gorithns), considering the
di fferent repl acenent cycles of these devices.

One outcone of that discussion on AQM at the workshop was a Birds of
a Feather ("BoF") neeting on "Active Queue Managenent and Packet
Schedul i ng" at I ETF 87 (July 28 - August 5, 2013, Berlin, GCernany).
The AQM WG [ 35] was chartered a few weeks later and is now designi ng
AQV and network infrastructure i nprovenents to deal wi th bufferbloat
and rel ated issues.

Measurenent tools that allow an end user to determi ne the performance
of his or her network, including |atency, is seen as a promi sing
approach to notivate network operators to upgrade their equiprent and
to nake use of AQM al gorithns. Measurenent tools would all ow users
to determ ne how bad their networks performand to conplain to their

| SP, thereby creating a narket force. As to what the right
performance measurenment metrics are, it was noted that the intent of
the 1ETF I P Performance Metrics (I PPM working group [33] was to
devel op such metrics to qualify networks. That work may have begun
before its tine, but there have been recent attenpts to revisit the
neasurenent work and an effort by the FCC has gotten a | ot of
attention recently (see [7] and [42]).

Matt Mathis and others argued that the traffic of throughput-

maxi m zi ng and del ay-m ni m zing applications need to be in separate
gueues (segregated queuing). Requiring segregated queues assunes you
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are sharing the network with other greedy traffic.
Quality-of-Service (QS) signaling is a way to depl oy segregated
gueui ng, but there are several sinpler alternatives, such as
Stochastic Fair Queuing [38]. The Controlled Delay (CoDel) AQM
algorithm[6] can also be used in conbination with stochastic fair
gueui ng. Note that queue segregation is not necessary for every
router to inplenent; using it at the edge of a network where

bottl eneck links are |located is already sufficient.

It was noted that current interactive voice usage over the Internet
wor ks nost of the time satisfactorily. |In typical networks, the
reason voi ce works i s because networks are underl oaded. As |long as
there is idle capacity and the queue is enpty when packets arrive,
traffic does not need to be separated into distinct queues. Further
expl anati ons were offered as to why many networks work surprisingly
wel | : Low Extra Del ay Background Transport (LEDBAT) [8] is used for
the downl oad of software updates, voice traffic contributes only a
smal | percentage of the overall Internet traffic, and users enpl oy
“human protocols" (e.g., parents asking their kids to get off the
network during the time of a conference call).

Cul l en Jennings raised a concern that although interactive voice my
be functional w thout a congestion control mechanism the potentially
| arge uptake of interactive video spurred on by Real -Ti ne

Conmruni cati ons on the Wb (RTCWEB) coul d create substantially nore

significant problens. 1In the class of space where voice is currently
wor ki ng, video may fail. Ted Hardie countered by saying that RTCWEB
is trying to replace existing proprietary technologies. It may ranp

up the ambunt of use we are expecting, but it is not doing rmuch that
was not being done by Adobe Flash or Skype. RTCWEB is not a totally
novel context of Internet usage. Magnus Westerlund added that RTCWEB
m ght be the driver for the nonment, but web browsers are not the only
consuners of such congestion control algorithm

Furthernore, Ted Hardie noted that applications will not produce
nedi a streans that grow to 10 Mops because their sending rate is auto
rate limted by the production of the video. He suggested to ask
ourselves if we are trying to get TCP to be friendly to nedia streans
that are already rate linmted or if we are asking nmedia streans that
are already rate limted to be TCP friendly. To quote Andrew

MG egor: "lIt's really not good to be TCP friendly because it’s not
going to return the favor." |f the desired properties we want are no
starvation, fairness, and effective goodput for the offered | oads,
are we only willing to consider changes in RTP control, or are we
willing to consider changes in TCP congestion control ?
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This led to a di scussion about whether the devel opnent of a
congestion control algorithmfor interactive real-time applications
provi des any value if network equi pment suffers frombufferbloat. |Is
there sonething that can be done today to help interactive real-tine
nmedia or do we have to wait to get the network updated first?

Repl aci ng honme routers and updating routers with nodern AQM
algorithnms was seen as a longer-termeffort. Al so, the tine scale
for changing TCP' s congestion control is on the same tinme scale as
depl oying ECN [19]. Colin Perkins noted that we cannot change TCP
qui ckly; the way TCP is being used is changing quickly, and we can

i mpact the way TCP is used. Wen TCP is used for file transfer, it
will send data as fast as it can, but when TCP is used for
WebSockets, the dynamics are different. WbSockets and SPDY are
clearly changi ng the behavior of TCP. Also, Netflix-style video-
stream ng applications are huge users of TCP and those applications
can change rather quickly. Matt Mathis added that real -tinme

vi deoconf erenci ng al nost al ways produces video streans at a | ower
bitrate than downl oadi ng equi val ent-si zed stored vi deo using best-
effort file-sharing.

Bill Ver Steeg suggested to consider three different depl oynment
envi ronnents, nanely:

1. Flows conmpeting with flows fromthe host ("self-inflicted queuing
del ay")

2. Flows competing with flows in the same subnetwork (e.g., hone
net wor k)

3. Flows conpeting with flows fromother networks (e.g., traffic
fromdifferent households that utilize the sane DSL provider)

The narrowest problem domain that makes sense is to avoid self-
inflicted queuing delay. M chael Welzl indicated that this requires
an information exchange (called fl ow state exchange) inside a browser
(at the level of the same host or even beyond, as described in [29])
to synchroni ze congestion control of different audio, video, and data
flows. Although it would provide great benefits if one could share

i nformati on about a bottleneck with all the flows sharing that

bottl eneck, this is considered challenging even within a single host.
John Leslie [30] also noted: "We're acting as if we believe
congestion will magically be solved by a new transport algorithm It
won't." Instead, an interaction between the network | ayer, transport
| ayer, and the application layer is needed whereby the application
layer is the only practical place to bal ance what piece(s) to
constrain to | ower bandwidths. Al flows relating to a user session

Tschofenig, et al. I nf or mati onal [ Page 12]



RFC 7295 Congestion Control Wrkshop Report July 2014

shoul d have a comopn congestion controller. For many applications,
audio is nmuch nore critical than video. |In those cases, the video
may back off, but the audi o transmi ssion remai ns unchanged.

Mo Zanaty pointed to the inportance of the media start-up behavior
which is an area where the exchange of real-tinme interactive nedia is
different froma TCP-based file transfer. The instantaneous
experience in the first part of a video call is highly determ native
of people’ s perception of the call quality. Vendors are using vague
heuristics, for exanmple, data fromthe last call to figure out what
to do on the next call. Lars Eggert highlighted that the start-up
behavi or of an application affects ongoi ng perfornmance of other flows
if, for exanple, an application blasts at Iine rate at the begi nning
of a video stream You need to start sl ow enough to not cause
congestion to others. Randell Jesup argued that for an interactive
real -tinme video application, you really need to have nmpost of your
bandwi dth ri ght away. Colin Perkins agreed and added that on startup
you need good quality video quickly, but perhaps not as quickly as
voice. The requirenents are likely going to be different from audio
to video and nmaybe even vary between different applications. Various
prot ocol exchanges take place before nedia is exchanged between
endpoi nts (such as Session Traversal Uilities for NAT (STUN) packets
[13] as part of the Interactive Connectivity Establishment (1CE) [15]
or a Datagram Transport Layer Security (DTLS) handshake [14]) and may
be used to obtain sinple start-up neasurenents.

The group agreed that it is feasible to design a congestion contro

algorithmthat works on nostly idle networks. In the view of the
partici pants, upgrades of the network infrastructure can happen in
parallel. This view was later confirmed at the RTP Media Congestion

Avoi dance Techni ques (RMCAT) BoF neeting at |ETF 84 (July 29 - August
3, 2012, Vancouver, BC, Canada) that led to the formation of the
RMCAT wor ki ng group [34].

3. Recommendati ons

The participants suggested to explore two primary solution tracks:
changes to network infrastructure and the devel opment of al gorithmns
to avoid self-inflicted queuing. These are discussed below. A third
approach recommended by some participants was to change the way TCP
is used in browsers and ot her HTTP-based applications. For exanple,
by not opening too many concurrent TCP connections, and by inproving
the interaction with other non-real-tine applications (such as video
streamng and file sharing), additional inprovenments can be made.
The work on HTTP 2.0 with SPDY [16] is already a step in the right
direction since SPDY makes use of a nore aggressive form of

mul ti pl exi ng i nstead of opening a | arger nunmber of TCP connecti ons.
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3.1. Changes to Network Infrastructure

As for all other traffic on the network, better data plane
infrastructure inproves the perceived quality of the best-effort
service that the Internet provides for RTCWEB flows. The | ETF has

al ready devel oped several technol ogies that woul d be of inmediate
usefulness if they were to be deployed. The workshop participants
expressed the hope that due to the volume and inportance of RTCWEB
traffic, some of these technologies might finally see w despread use.

The first and by far nost inportant inprovenent is traffic
segregation: the ability to use different queues for different

traffic types. Specifically, jitter- and del ay-sensitive protocols
woul d benefit frombeing in different queues fromthroughput-
maxi m zing protocols. It is not possible for a single queue/AQMto

be optimal for both.

Furthernore, ECN allows routers along the end-to-end path to signa
the onset of congestion and all ows applications to respond early,
avoi di ng | osses and keepi ng queue sizes short and, therefore,
end-to-end delay low ECNis inplenented on some end system stacks
and routers, but is frequently not enabled. The participants
expressed the inportance of increasing the deploynent of ECN, even if
used initially only in closed environments, such as data centers (as
with Data Center TCP (DCTCP) [26]).

Di f ferent nechani sns have been devel oped to facilitate traffic
segregation. Differentiated Services [10] is one possibility in this
space. |If applications start to mark outgoing traffic appropriately
and routers segregate traffic accordingly, browsers could nore
directly control the relative inportance of their various flows and
avoi d self-conpetition. Conpared to ECN, however, DiffServ is far
nore difficult to deploy meaningfully end to end, especially given
that Differentiated Services Code Points (DSCPs) have no defined end-
to-end neani ng and packets can be re-marked.

QoS signaling together with resource reservation facilities would
enabl e a fine-grained and flexible way to indicate resource needs to
network el ements, but it is also by far the nost heavywei ght
proposal, and unlikely to be viable in the global Internet. However,
as nmentioned in Section 2.3, QS signaling is not the only way to
acconplish traffic segregation. Further investigations regarding
stochastic fair queuing and new AQM al gorithns are seen as desirable

In any case, network infrastructure updates will take tine,

particularly if the interest of the involved stakeholders is not
aligned (as is often the case for network operators when dealing with
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over-the-top real-tine traffic). It is, therefore, inperative that
RTCWEB congestion control provides adequate inprovenent in the
absence of any of the aforenmentioned schenes.

3.2. Avoiding Self-Inflicted Queuing

Thi s approach tries to ensure that the network does not suffer from
congestion col |l apse and that one data flow froma single host does
not harm anot her data flow fromthe same host. A single congestion
manager within the end host or the browser could help to coordinate
various congestion control activities and to ensure a nore
coordi nat ed approach between different applications and different
flows.

The foll owi ng design and testing aspects were considered relevant to
thi s approach:

Reacting to All Congestion Signals:

To initiate the congestion control process, it is inportant to
detect congestion in the conmunication path. Congestion can be
detected using either an explicit mechanismor an inplicit
mechani sm An explicit mechani sminvol ves direct congestion
signaling usually fromthe congested network node, such as ECN
In case of an inmplicit mechani sm packet-1loss events or observed
del ay increases are used as an indication for congestion. These
nmeasurenments can al so be made available in a variety of different
protocol s, such as RTCP reports or transport protocols. It is
recommended for applications to take all avail abl e congestion
signals into account and to couple the congestion contro
algorithm the codec, and the application so that better

i nformati on exchange between these conmponents is possible since
there are constraints on how quickly a codec can adapt to a
specific sending rate.

De

ay- and Loss-Based Al gorithms:

The main goal of designing a congestion control algorithmfor

real -time conversational media is to achieve | ow | atency.

Explicit congestion signals provide the nost reliable way for
applications to react, but due to the |ack of ECN depl oynent,

del ay- based al gorithns are needed. Since there is |arge del ay
variation in wirel ess networks (even in a non-congested network),
the wor kshop partici pants recommended that nore research shoul d be
done to better understand non-congestion-related delay variation
in the network. GCeneral consensus anong the workshop participants
was that | atency-based congestion control algorithns are needed
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due to the lack of loss indications caused by |arge buffers, even
t hough | oss-based techni ques dom nate | atency-based techni ques
when the two are conpeting for bandw dth.

Al gorithm Eval uati on

The Internet consists of heterogeneous networks, which include

m sconfi gured and unmanaged network nodes. Bandw dth and | atency
vary a lot. Different services depl oyed using RTP/UDP have
different requirenents in terms of media quality. A congestion
control algorithmneeds to performwell not only in sinulators but
also in the deployed Internet. To achieve this, it is reconmended
to test the algorithms with real-world | oss and delay figures to
ensure that the desired audio/video rates are attainable using the
proposed al gorithms for the desired services.

Medi a Characteristics:

Interactive real-tinme voice and video data are inherently
variable. Usually the content of the media and service

requi rements dictate the media coding. The codec may be bursty
and not all franes are equally inportant (e.g., |-frames are nore
i nportant than P-franes). Thus, codecs have limted room for
adaptation. Congestion control for audio and video codecs is,
therefore, different fromcongestion control applied to bulk file
transfers where buffering is not a problemand the transm ssion
rate can be changed to any rate suitable for the congestion
control algorithm In the workshop, these limtations were
brought up and the workshop participants recomended that a
congestion controller needs to be aware of these constraints.
However, further investigation is needed to decide what

i nformati on needs to be exchanged between a codec and the
congesti on nanager.

Start-up Behavi or

The start-up nmedia quality is very inportant for real-tine

i nteractive applications and for user-perceived application
performance. The start-up behavior of these is also different
fromother traffic. By nature, real-tine interactive

conmuni cati on applications want to provide a snooth user
experience and naintain the best nedia quality possible to ease
the interaction. Wiile it may be desirable froma user-experience
point of viewto imediately start stream ng video with high-
definition quality and audi o of a wi deband codec, this will have

i npacts on the bandwi dth of the already ongoing flows. As such
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4.

it would be ideal to start slow enough to avoi d causi ng excessive
congestion to other flows but fast enough to offer a good user
experi ence. The sweet spot, however, yet has to be found.

Security Considerations

Two position papers focused on security, but these papers were not
di scussed during the workshop. As such, nothing beyond the materia
contained in those position papers can be reported.
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