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Abst ract

The | EEE 802.1 Provi der Backbone Bridges (PBBs) specification defines
an architecture and bridge protocols for interconnection of nultiple
Provi der Bridged Networks (PBNs). Provider backbone bridgi ng was
defined by | EEE as a connectionl ess technol ogy based on nulti point
VLAN tunnels. PBB can be used to attain better scalability than
Provider Bridges (PBs) in ternms of the nunber of custoner Media
Access Control addresses and the number of service instances that can
be supported.

The Virtual Private LAN Service (VPLS) provides a franmework for

ext endi ng Et hernet LAN services, using MPLS tunneling capabilities,
through a routed MPLS backbone without running the Rapid Spanning
Tree Protocol (RSTP) or the Multiple Spanning Tree Protocol (MSTP)
across the backbone. As a result, VPLS has been depl oyed on a | arge
scal e in service provider networks.

Thi s docunent di scusses extensions to the VPLS Provider Edge (PE)

nodel required to incorporate desirable PBB conponents while
mai nt ai ni ng the service provider fit of the initial nopdel
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1

| ntroducti on

The | EEE 802.1 Provi der Backbone Bridges specification [PBB] defines
an architecture and bridge protocols for interconnection of multiple
Provi der Bridged Networks (PBNs). PBB can be used to attain better
scalability than Provider Bridges [PB] in terns of the nunber of
custonmer Media Access Control (MAC) addresses and the nunber of
service instances that can be supported. PBB provides a data-pl ane
hi erarchy and new addressi ng desi gned to achi eve such better

scal ability in Provider Backbone Networks. A nunber of Ethernet
control -pl ane protocols, such as the Rapid Spanning Tree Protoco
(RSTP), the Multiple Spanning Tree Protocol (MSTP), and Shortest Path
Bridging (SPB), could be deployed as the core control plane for |oop
avoi dance and | oad bal ancing for PBB. The applicability of these
control protocols is out of scope for this docunent.

The Virtual Private LAN Service (VPLS) provides a solution for

ext endi ng Et hernet LAN services, using MPLS tunneling capabilities,
through a routed MPLS backbone without requiring the use of a native
Et hernet control - pl ane protocol across the backbone. VPLS use of

the structured FEC 129 [RFCA762] al so allows for inter-domain

i nter-provider connectivity and enabl es aut o-di scovery options across
the network, inproving the service delivery options.

A hierarchical solution for VPLS was introduced in [RFC4761] and

[ RFC4762] to provide inproved scalability and efficient handling of
packet replication. These inprovenents are achieved by reducing the
nunber of Provider Edge (PE) devices connected in a full-nesh

topol ogy through the creation of two-tier PEs. A User-facing PE

(U PE) aggregates all the Custonmer Edge (CE) devices in a lower-tier
access network and then connects to the Network-facing PE (N PE)

devi ce(s) depl oyed around the core domain. |In VPLS, Media Access
Control (MAC) address |learning and forwardi ng are done based on

Cust omer MAC addresses (G- MACs); this poses scalability issues on the
N- PE devi ces as the nunber of VPLS instances (and thus C MACs)

i ncreases. Furthernore, since a set of pseudowires (PWs) is

nmai ntai ned on a "per custoner service instance" basis, the nunber of
PW required at N PE devices is proportional to the nunber of
customer service instances multiplied by the nunber of N PE devices
in the full-mesh set. This can result in scalability issues (in
terns of PWmanageability and troubl eshooting) as the number of
customer service instances grows.

Thi s docunent describes how PBB can be integrated with VPLS to all ow
for useful PBB capabilities while continuing to avoid the use of MSTP
in the backbone. The combined solution referred to in this docunent
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as PBB-VPLS results in better scalability in terns of the nunber of
service instances, PW, and C-MACs that need to be handled in the
VPLS PEs.

Section 2 provides a quick term nol ogy reference. Section 3 covers
the reference nodel for PBB VPLS PEs. Section 4 describes the packet
wal kt hrough. Sections 5 through 7 di scuss the PBB-VPLS usage of

exi sting VPLS nmechanisns -- the control plane; efficient packet
replication; and Operations, Administration, and Mii ntenance (QOAM.

2. Ceneral Term nol ogy

Sone general terminology is defined here; nobst of the terninol ogy
used is from[PBB], [PB], [RFC4664], and [ RFC4026]. Term nol ogy
specific to this nenp is introduced as needed in |later sections.

B- BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It contains a B-conponent that supports
bridging in the provider backbone based on Backbone MAC (B- MAC)
and B-tag information

B- component : A bridgi ng conponent contained in backbone edge and core
bri dges that bridges in the backbone space (B-MAC addresses,
B- VLAN) .

B- MAC. The backbone source or destinati on MAC address fiel ds defined
in the PBB provider MAC encapsul ati on header

B-tag: Field defined in the PBB provider MAC encapsul ati on header
that conveys the backbone VLAN identifier information. The fornat
of the B-tag field is the sane as that of an 802.1lad S-tag field.

B- Tagged Service Interface: The interface between a BEB and a
Backbone Core Bridge (BCB) in a provider backbone bridged network.
Frames passed through this interface contain a B-tag field.

B-VID: The specific VLAN identifier carried inside a B-tag.

B- VLAN: The backbone VLAN associated with a B-conmponent.

B-PW The pseudowi re used to interconnect B-conmponent instances.

BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It can contain an |-conponent, a
B- component, or both I-conmponents and B-conponents.

C-VID: The VLAN identifier in a custoner VLAN
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DA: Destination Address.

| - BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It contains an |-conponent for bridging
in the customer space (custonmer MAC addresses, service VLAN I|IDs).

| -conmponent: A bridging conponent contained in a backbone edge bridge
that bridges in the custonmer space (custonmer MAC addresses,
service VLAN identifier information (S-VLAN)).

|-SID: The 24-bit service instance field carried inside the I-tag.
| -SID defines the service instance that the frame shoul d be
"mapped to".

I-tag: A field defined in the PBB provi der MAC encapsul ati on header
that conveys the service instance information (I-SID) associated
with the frane.

| - Tagged Service Interface: The interface defined between the
| -conponents and B-conponents inside an | B-BEB or between two
B-BEBs. Frames passed through this interface contain an I-tag
field.

| B-BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It contains an |-conponent for bridging
in the custonmer space (custoner MAC addresses, service VLAN I Ds)
and a B-conponent for bridging the provider’s backbone space
(B-MAC, B-tag).

PBs: Provider Bridges (I EEE amendnent (802.1ad) to 802.1Q for "Q nQ
encapsul ati on and bridgi ng of Ethernet frames [PB]).

PBBs: Provi der Backbone Bridges (|EEE anendnent (802.1ah) to 802.1Q
for "MAC tunneling" encapsul ati on and bridgi ng of franes across a
provi der network [PBB]).

PBBN: Provi der Backbone Bridged NetworKk.

PBN: Provider Bridged Network. A network that enploys 802.1ad (Q nQ
t echnol ogy.

PSN: Packet - Swi t ched Net wor k.

S-tag: Afield defined in the 802.1ad Q nQ encapsul ati on header that
conveys the service VLAN identifier information (S-VLAN).
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S-Tagged Service Interface: The interface defined between the
customer (CE) and the |-BEB or |B-BEB conmponents. Franes passed
through this interface contain an S-tag field.

S-VLAN: The specific service VLAN identifier carried inside an S-tag.

SA: Source Address.

S-VID: The VLAN identifier in a service VLAN

Tag: In Ethernet, a header imediately follow ng the Source MAC
Address field of the frane.

3. PE Reference Mde
The followi ng gives a short primer on the Provider Backbone Bridge

(PBB) before describing the PE reference nodel for PBB-VPLS. The
i nternal conponents of a PBB bridge nbodule are depicted in Figure 1

+- - -+ | [ S, + S +
| CE | --------- | 1-Comp| ------ | |
oo | | | EEREEEEE
|- + | |
| 0 | BComp | |
| 0 | EERREEEE
| 0 | ||
+---+ | [ + | | |
| CE |--------- | 1- Conp] ---- - - | EEREEEEE
L A |~ || n
| | - + | AR EEEEEEEEE + |
| Hommmmee | === +
| | |
| | |
S-tagged | -tagged B- t agged
Service Interface Service |I/F Service |I/F
(I/F)

Figure 1: PBB Bridge Mde
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Provi der Backbone Bridges (PBBs) [PBB] offer a scal able solution for
service providers to build |arge bridged networks. The focus of PBB
is primarily on inproving two nmain areas w th provider Ethernet

bri dged networks:

- MAC-address table scalability
- Service instance scalability

To obviate the above two linmitations, PBB introduces a hierarchica
network architecture with associated new frane formats that extend
the work conpl eted by Provider Bridges (PBs). In the PBBN
architecture, customer networks (using PBs) are aggregated into
PBBNs, which utilize the |EEE PBB frame format. The frane format
enpl oys a MAC tunneling encapsul ati on schenme for tunneling custoner
Et hernet frames within provider Ethernet franes across the PBBN. A
VLAN identifier (B-VID) is used to segregate the backbone into

br oadcast domai ns, and a new 24-bit service identifier (1-SID) is
defined and used to associate a given custonmer MAC frane with a
provi der service instance (also called the service delimter). It
shoul d be noted that in [PBB] there is a clear segregation between
provi der service instances (represented by |-SIDs) and provi der VLANs
(represented by B-VIDs), which was not the case for PBs.

As shown in Figure 1, a PBB bridge may consist of a single

B- component and one or nore |-conponents. |In sinple terns, the

B- conponent provides bridging in the provider space (B-MAC, B-VLAN
and the |-conponent provides bridging in the customer space (C MAC,
S-VLAN). The customer frame is first encapsulated with the provider
backbone header (B-MAC, B-tag, |-tag); then, the bridging is
perfornmed in the provider backbone space (B-MAC, B-VLAN) through the
network till the frame arrives at the destination BEB, where it gets
decapsul ated and passed to the CE. |If a PBB bridge consists of both
| -components and B-conponents, then it is called an IB-BEB, and if it
only consists of either B-conponents or |-components, then it is
called a B-BEB or an |-BEB, respectively. The interface between an
|-BEB or IB-BEB and a CE is called an S-tagged service interface, and
the interface between an |-BEB and a B-BEB (or between two B-BEBs) is
called an I-tagged service interface. The interface between a B-BEB
or | B-BEB and a Backbone Core Bridge (BCB) is called a B-tagged
service interface.
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To accommpdat e the PBB conponents, the VPLS nodel defined in
[ RFC4664] is extended as depicted in Figure 2.

e m m e e e e e e e m e m e +
| PBB- VPLS- Capabl e PE Mbdel |
| Fom e e e oo oo - + S R, +
| | | VPLS- 1[ - mm - -
| | | ==========| Fwdr |------------ PW&
+-+ | | Bridge W ------------ [------------
| CE|-|-- | | to----- +
+--+ | | Modul e | 0] |
| | 0 |
|| (e | 0 |
| | bri dge) | 0 |
| | 0 |
ot | | boeoooot |
|CEl-|-- |  eeeeeeeeao- VPLS-n|-------------
+--+ | | | ==========| Pwdr |------------- PWs
| o R
| B + | S RS +
| | |
o +

LAN Enmul ation Interface
Fi gure 2: PBB-VPLS-Capabl e PE Mde

The PBB nodul e as defined in the [PBB] specification is expanded to
interact with VPLS Forwarders. The VPLS Forwarders are used in

[ RFC4762] to build a PWmesh or a set of spoke PW (Hierarchical VPLS
(HVPLS) topologies). The VPLS instances are represented externally
in the MPLS context by a Layer 2 Forwardi ng Equi val ence O ass (L2FEC)
that binds related VPLS instances together. VPLS Signaling

adverti ses the mappi ng between the L2FEC and the PW/I abel s and
inmplicitly associates the VPLS bridging instance to the VPLS

Forwar ders [ RFCA762].

In the PBB-VPLS case, the backbone service instance in the

B- component space (B-VID) is represented in the backbone MPLS network
using a VPLS instance. 1In the same way as for the regular VPLS case,
exi sting signaling procedures are used to generate through PWI abel s

the |inkage between VPLS Forwarders and the backbone service

i nst ance.

Simlarly, with the regular H VPLS, another L2FEC nay be used to
identify the custoner service instance in the |-conponent space.
This will be useful, for example, to address the PBB-VPLS N PE case
where H VPLS spokes are connecting the PBB-VPLS N-PE to a VPLS U PE

Bal us, et al. I nf or mati onal [ Page 8]



RFC 7041 Ext ensi ons to VPLS PE Model for PBB November 2013

It is inmportant to note that the PBB-VPLS solution inherits the PBB
servi ce aggregation capability where nultiple customer service

i nstances nmay be mapped to a backbone service instance. In the
PBB- VPLS case, this neans nultiple customer VPNs can be transported
using a single VPLS instance corresponding to the backbone service

i nstance, thus substantially reducing resource consunption in the
VPLS core.

4. Packet Wal kt hr ough

Since the PBB bridge nmodul e i nherently perfornms forwarding, the PE
ref erence nodel of Figure 2 can be expanded as shown in Figure 3.

Furthernore, the B-conponent is connected via several virtua
interfaces to the PWForwarder nodule. The function of the PW
Forwarder is defined in [RFC3985]. |In this context, the PW Forwarder
simply perfornms the mapping of the PW to the virtual interface on
the B-conponent, w thout the need for any MAC | ookup

This sinmplified nodel takes full advantage of the PBB nodule -- where
all the [PBB] procedures, including C MU B-MAC forwardi ng and PBB
encapsul ati on/ decapsul ation, take place -- and thus avoids the need
to specify any of these functions in this docunent.

Because of text-based graphics, Figure 3 only shows PW on the
core-facing side; however, in the case of MPLS access wi th spoke PW§,
the PE reference nodel is sinply extended to include the same PW
Forwarder function on the access-facing side. To avoid cluttering
the figure, but without [osing any generality, the access-side PW
Forwarder (Fwdr) is not depicted.
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An exanpl e of the PBB packet for the regular Ethernet PWis depicted
on the right-hand side of Figure 3. The MPLS packet fromthe MPLS
core network is received by the PBB-VPLS PE. The PW Forwarder
function of the PE uses the PWIlabel to derive the virtual
interface-id on the B-component, and then, after renoving the PSN and
PW encapsul ation, it passes the packet to the B-conponent. From
there on, the processing and forwardi ng are perforned according to

[ PBB], where bridging based on the Backbone MAC (B- MAC) Destination
Address (DA) is performed. This scenario results in one of the

fol | owi ng out comes:

1. The packet is forwarded to a physical interface on the
B-component. I n this case, the PBB Ethernet franme is forwarded
as is.

2. The packet is forwarded to a virtual interface on the B-conponent.
This is not typically the case, because of a single split-horizon
group within a VPLS instance; however, if there is nore than one
split-horizon group, then such forwarding takes place. 1In this
case, the PW Forwarder nodule adds the PSN and PW | abel s before
sendi ng the packet out.

3. The packet is forwarded toward the access side via one of the
| -tagged service interfaces connected to the corresponding

| -conmponents. |In this case, the |-conponent renoves the B-NMAC
header according to [PBB] and bridges the packet using the
C- MAC DA

If the destination B-MAC is an unknown MAC address or a G oup MAC
address (nulticast or broadcast), then the B-conponent floods the
packet to one or nore of the three destinations described above.

5. Control Plane

The control -pl ane procedures described in [ RFC6074], [RFC4761], and

[ RFCA762] can be reused in a PBB-VPLS to set up the PWinfrastructure
in the service provider and/or custoner bridging space. This allows
porting the existing control-plane procedures (e.g., BGP

Aut o- Di scovery (BGP-AD), PWsetup, VPLS MAC flushing, PWQAM for
each donai n.
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6. Efficient Packet Replication in PBB VPLS

The PBB VPLS architecture takes advantage of the existing VPLS
features addressing packet replication efficiency. The H VPLS

hi erarchy may be used in both customer and backbone service instances
to reduce the redundant distribution of packets over the core. |GW
and PI M snoopi ng nay be applied on a "per custoner service instance"
basis to control the distribution of the multicast traffic to

non- nenber sites.

[ EEE-802. 1(J specifies the use of the Multiple MAC Registration
Protocol (MVRP) for flood containnment in the backbone instances. The
sanme solution can be ported in the PBB-VPLS sol ution

Further optimzations of the packet replication in PBB-VPLS are out
of the scope of this docunent.

7. PBB VPLS CAM

The existing VPLS, PW and MPLS OAM procedures nmay be used in each
customer service instance or backbone service instance to verify the
status of the related connectivity conponents.

PBB OAM procedures nmake use of the | EEE Et hernet Connectivity Fault
Managenent [CFM and ITU- T Y.1731 [Y.1731] tools in both I-components
and B- conponents.

Both sets of tools (PBB and VPLS) may be used for the comnbi ned
PBB- VPLS sol uti on.

8. Security Considerations

No new security issues are introduced beyond those described in
[ RFC4761] and [ RFC4762].
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