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1. I nt roducti on

The depl oynent of |Pv6 [ RFC2460] is now in progress, and users

wi thout direct |Pv4 access are likely to appear in increasing nunbers
in the com ng years. Any provider of content or application services
over the Internet will need to arrange for | Pv6 access or else risk

| osing | arge nunbers of potential users. For users who al ready have
dual - stack connectivity, direct |IPv6 access m ght provide nore

sati sfactory performance than indirect access via NAT.

In this docunment, we often refer to the users of content or
application services as "custoners"” to clarify the part they play,
but this is not intended to limt the scope to comercial sites.

The tine for action is now, while the nunber of |Pv6-only custoners
is small, so that appropriate skills, software, and equi pnent can be
acquired in good time to scale up the I Pv6 service as denand

i ncreases. An additional advantage of early support for |Pv6

Carpenter & Jiang I nf or mati onal [ Page 2]



RFC 6883 | Pv6 | CP and ASP Gui dance March 2013

custonmers is that it will reduce the nunber of custonmers connecting
later via | Pv4 "extension" solutions such as doubl e NAT or NAT64
[ RFC6146], which will otherw se degrade the user experience.

Nevertheless, it is inportant that the introduction of |IPv6 service
shoul d not make service for |Pv4 custoners worse. |n sone

ci rcunst ances, technol ogies intended to assist in the transition from
IPv4 to I Pv6 are known to have negative effects on the user
experience. A deploynent strategy for |IPv6 nmust avoid these effects
as much as possi bl e.

The purpose of this docunent is to provide guidance and suggestions
for Internet Content Providers (I1CPs) and Application Service
Providers (ASPs) who wish to offer their services to both |IPv6 and

| Pv4 customers but who are currently supporting only |IPv4. For
simplicity, the term"ICP" is mainly used in the body of this
docunent, but the guidance also applies to ASPs. Any hosting

provi der whose custoners include ICPs or ASPs is al so concerned.
Many of the points in this docunent will also apply to enterprise
networks that do not classify thenselves as ICPs. Any enterprise or
departrment that runs at |east one externally accessible server, such
as an HTTP server, may al so be concerned. Al though specific
manageri al and techni cal approaches are described, this is not a rule
book; each operator will need to make its own plan, tailored to its
own services and custoners.

2. Ceneral Strategy

The npst inportant advice here is to actually have a genera

strategy. Adding support for a second network-layer protocol is a
new experience for nost nodern organizations, and it cannot be done
casually on an unplanned basis. Even if it is inpossible to wite a
preci sely dated plan, the intended steps in the process need to be
defined well in advance. There is no single blueprint for this. The
rest of this docunment is nmeant to provide a set of topics to be taken
into account in defining the strategy. Oher docunents about |Pv6
depl oynment, such as [l Pv6- NETWORK- DESI GN], shoul d be consulted as
wel | .

In determ ning the urgency of this strategy, it should be noted that
the central 1Pv4 registry (1 ANA) ran out of spare bl ocks of |Pv4
addresses in February 2011, and the various regional registries are
expected to exhaust their reserves over the next one to two years.

After this, Internet Service Providers (I1SPs) will run out at dates
determ ned by their own custonmer base. No precise date can be given
for when I Pv6-only custoners will appear in comercially significant
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nunbers, but -- particularly in the case of nobile users -- it may be
quite soon. Conpl acency about this is therefore not an option for
any ICP that wishes to growits customer base over the coming years.

The npbst common strategy for an ICP is to provide dual -stack services
-- both IPv4 and I Pv6 on an equal basis -- to cover both existing and
future custoners. This is the recomrended strategy in [ RFC6180] for
straightforward situations. Sonme |CPs who already have satisfactory
operational experience with |IPv6 night consider an |Pv6-only
strategy, with IPv4d clients being supported by translation or proxy
in front of their IPv6 content servers. However, the present
docunent is addressed to ICPs without |IPv6 experience, who are likely
to prefer the dual -stack nodel to build on their existing |Pv4

servi ce.

Due to the w despread inpact of supporting |IPv6 everywhere within an
environnent, it is inportant to select a focused initial approach
based on cl ear business needs and real technical dependenci es.

Wthin the dual -stack nodel, two approaches coul d be adopted,
sonetines referred to as "outside in" and "inside out":

o CQutside in: Start by providing external users with an IPv6 public
access to your services, for exanple, by running a reverse proxy
that handl es I Pv6 custonmers (see Section 7 for details).
Progressively enable IPv6 internally.

0 Inside out: Start by enabling internal networking infrastructure,
hosts, and applications to support |IPv6. Progressively revea
| Pv6 access to external customers.

Wi ch of these approaches to choose depends on the precise
circunstances of the |ICP concerned. "CQutside in" has the benefit of
giving interested custoners | Pv6 access at an early stage, and
thereby gai ni ng preci ous operational experience, before neticul ously
updating every piece of equi pment and software. For exanple, if sone
back-of fice systemthat is never exposed to users only supports |Pv4,

it will not cause delay. "Inside out" has the benefit of conpleting
the inplementation of I1Pv6 as a single project. Any ICP could choose
this approach, but it mght be nost appropriate for a small |ICP

wi t hout conpl ex back-end systens.

A point that nust be considered in the strategy is that sone
custonmers will remain IPv4-only for many years, others will have both
| Pv4 and | Pv6 access, and yet others will have only | Pv6.
Additionally, nmobile custonmers may find thensel ves switching between
| Pv4 and |1 Pv6 access as they travel, even within a single session
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Services and applications nust be able to deal with this, just as
easily as they deal today with a user whose | Pv4 address changes (see
the discussion of cookies in Section 8.2).

Nevert hel ess, the end goal is to have a network that does not need
maj or changes when at sonme point in the future it becones possible to
transition to IPv6-only, even if only for sonme parts of the network.
That is, the | Pv6 depl oynent shoul d be designed in such a way as to
nore or |ess assunme that IPv4 is already absent, so the network wll
function seam essly when it is indeed no |onger there.

An inportant step in the strategy is to determ ne from hardware and
software suppliers details of their planned dates for providing
sufficient | Pv6 support, with performance equivalent to IPv4, in
their products and services. Relevant specifications such as

[ RFC6434] and [IPv6- CE- REQS] shoul d be used. Even if conplete

i nformati on cannot be obtained, it is essential to determ ne which
conponents are on the critical path during successive phases of

depl oyment. This information will nake it possible to draw up a

| ogi cal sequence of events and identify any conponents that nay cause
hol dups.

3. Education and Skills

Sone staff may have experience running multiprotocol networks, which
were comon twenty years ago before the dom nance of |Pv4. However,
IPv6 will be newto themand also to staff brought up only on TCP/IP.
It is not enough to have one "I Pv6 expert" in a team On the
contrary, everybody who knows about |Pv4 needs to know about | Pv6,
fromnetwork architect to help desk responder. Therefore, an early
and essential part of the strategy nust be education, including
practical training, so that all staff acquire a general understanding
of 1 Pv6, how it affects basic features such as the DNS, and the

rel evant practical skills. To take a trivial exanple, any staff used
to dotted-decimal |Pv4 addresses need to becone familiar with the

col on- hexadeci mal format used for |Pv6.

There is an anecdote of one | Pv6 depl oynment in which prefixes
including the letters Ato F were avoi ded by design, to avoid
confusi ng system adm ni strators unfanmiliar w th hexadeci mal notati on.
This is not a desirable result. There is another anecdote of a help
desk responder telling a custoner to "disable one-Pv6" in order to
solve a problem It should be a goal to avoid having untrai ned staff
who don’t understand hexadeci mal or who can’t even spell "IPv6".
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It is very useful to have a snall |aboratory network avail able for
training and self-training in | Pv6, where staff nay experinment and
make m stakes w thout disturbing the operational |Pv4 service. This
| ab should run both IPv4 and 1 Pv6, to gain experience with a dual -
stack environment and new features such as having multiple addresses
per interface, and addresses with lifetinmes and deprecation

Once staff are trained, they will likely need to support |Pv4, |Pv6,
and dual -stack customers. Rather than having separate interna

escal ation paths for I1Pv6, it generally makes sense for questions
that may have an I Pv6 elenment to follow normal escal ati on paths;
there should not be an "I Pv6 Departnment” once training is conpleted.

A final remark about training is that it should not be given too
soon, or it will be forgotten. Training has a definite need to be
done "just in time" in order to properly "stick". Training, |ab
experi ence, and actual depl oynment should therefore foll ow each ot her
i mediately. |f possible, training should even be conbined with
actual operational experience.

4. Arranging | Pv6 Connectivity

There are, in theory, two ways to obtain |IPv6 connectivity to the
I nternet.

o Native. In this case, the ISP sinply provides |Pv6 on exactly the
same basis as IPv4 -- it will appear at the |ICP s border
router(s), which rmust then be configured in dual -stack node to
forward | Pv6 packets in both directions. This is by far the
better nethod. An ICP should contact all its ISPs to verify when
they will provide native |Pv6 support, whether this has any
financial inplications, and whether the same service |eve
agreement will apply as for IPv4. Any ISP that has no definite
plan to offer native |IPv6 service should be avoi ded.

o Managed Tunnel. It is possible to configure an |IPv6-in-1Pv4
tunnel to a renpte ISP that offers such a service. A dual-stack
router in the ICPs network will act as a tunnel endpoint, or this
function could be included in the ICP's border router.

A managed tunnel is a reasonable way to obtain |IPv6 connectivity
for initial testing and skills acquisition. However, it

i ntroduces an inevitable extra | atency conpared to native |Pv6,
giving custoners a noticeably worse response tinme for conplex web
pages. A tunnel may becone a perfornance bottl eneck (especially
if offered as a free service) or a target for malicious attack
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5.

5.

It is alsolikely tolimt the IPv6 MU size. In nornal

ci rcunst ances, native IPv6 will provide an MIU size of at |east
1500 bytes, but it will alnost inevitably be |less for a tunnel
possibly as low as 1280 bytes (the m ninum MU al |l owed for | Pv6).
Apart fromthe resulting |oss of efficiency, there are cases in
whi ch Path MIU Di scovery fails and I Pv6 fragmentation therefore
fails; in this case, the | ower tunnel MIUw Il actually cause
connectivity failures for custoners.

For these reasons, I CPs are strongly recomended to obtain native
| Pv6 service before attenpting to offer a production-quality
service to their custoners. Unfortunately, it is inpossible to
prevent custoners from usi ng unnanaged tunnel solutions (see
Section 9).

Sone | arger organizations may find thensel ves needing nultiple forms
of 1 Pv6 connectivity, for their ICP data centers and for their staff
wor ki ng el sewhere. It is inportant to obtain |Pv6 connectivity for
both, as testing and supporting an | Pv6-enabl ed service is
chal l enging for staff without |IPv6 connectivity. This may involve
short-termalternatives to provide |IPv6 connectivity to operations
and support staff, such as a managed tunnel or HITP proxy server wth
| Pv6 connectivity. Note that unmanaged tunnels (such as 6to4 and
Teredo) are generally not useful for support staff, as recent client
software will avoid them when accessi ng dual -stack sites.

| Pv6 Infrastructure
1. Address and Subnet Assignnent

An I CP nmust first decide whether to apply for its own Provider

| ndependent (Pl) address prefix for IPv6. This option is available
either froman ISP that acts as a Local Internet Registry or directly
fromthe rel evant Regional Internet Registry. The alternative is to
obtain a Provider Aggregated (PA) prefix froman ISP. Both solutions
are viable in IPv6. However, the scaling properties of the w de-area
routing system (BGP-4) nean that the nunber of Pl prefixes should be
limted, so only large content providers can justify obtaining a P
prefix and convincing their ISPs to route it. MIllions of enterprise
networ ks, including smaller content providers, will use PA prefixes.
In this case, a change of ISP would necessitate a change of the
correspondi ng PA prefix, using the procedure outlined in [RFC4192].
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An | CP that has connections via nultiple | SPs but does not have a P
prefix would therefore have nmultiple PA prefixes, one fromeach | SP
This would result in multiple |IPv6 addresses for the ICP's servers or
| oad bal ancers. |If one address fails due to an | SP nal functi on,
sessions using that address would be lost. At the tine of this
witing, there is very limted operational experience with this
approach [ MULTI HOM NG W THOUT- NAT] .

An I CP may al so choose to operate a Unique Local Address prefix
[ RFC4193] for internal traffic only, as described in [RFC4864].

Depending on its projected future size, an | CP nmight choose to obtain
/48 Pl or PA prefixes (allowing 16 bits of subnet address) or |onger
PA prefixes, e.g., /56 (allowing 8 bits of subnet address). dearly,
the choice of /48 is nore future-proof. Advice on the nunbering of
subnets may be found in [RFC5375]. An ICP with nultiple |ocations
wi Il probably need a prefix per |ocation.

An ICP that has its service hosted by a col ocation provider, cloud
provider, or the like will need to follow the addressing policy of
that provider.

Since | Pv6 provides for operating multiple prefixes sinultaneously,

it is inportant to check that all relevant tools, such as address
nmanagenent packages, can deal with this. |In particular, the possible
need to allow for nultiple PA prefixes with IPv6, and the possible
need to renunber, nean that the common techni que of nanually assigned
static addresses for servers, proxies, or |oad balancers, with
statically defined DNS entries, could be problematic [ RFC6866]. An

| CP of reasonable size mght instead choose to operate DHCPv6

[ RFC3315] with standard DNS, to support stateful assignnment. In

ei ther case, a configuration nmanagenent systemis likely to be used
to support stateful and/or on-denand address assignment.

Theoretically, it would also be possible to operate an ICP’s | Pv6
network using only Statel ess Address Autoconfiguration [ RFC4862],
with Dynam ¢ DNS [ RFC3007] to publish server addresses for externa
users.

5.2. Routing

In a dual -stack network, nost IPv4 and IPv6 interior routing
protocol s operate quite independently and in parallel. The common
routing protocols, such as OSPFv3 [ RFC5340], |1S-1S [RFC5308], and
even the Routing Information Protocol Next Generation (Rl Png)

[ RFC2080] [ RFC2081], all support IPv6. It is worth noting that
whereas OSPF and RIP differ significantly between |IPv4 and | Pv6,

| S-1S has the advantage of handling themboth in a single instance of
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the protocol, with the potential for operational sinplification in
the long term Sone versions of OSPFv3 nmay al so have this advant age
[ RFC5838]. In any case, for trained staff, there should be no
particular difficulty in deploying |Pv6 routing wthout disturbance
to I Pv4 services. 1In sone cases, firmnare upgrades may be needed on
sone network devi ces.

The performance i npact of dual -stack routing needs to be eval uated.
In particular, what forwardi ng perfornmance does the router vendor
claimfor IPv6? |If the forwarding performance is significantly
inferior compared to IPv4, will this be an operational problenf

Is extra menory or ternary content-addressable nenory (TCAM space
needed to accommodate both | Pv4 and | Pv6 tables? To answer these
guestions, the ICP will need a projected nodel for the anpunt of |Pv6
traffic expected initially and its likely rate of increase.

If a site has multiple PA prefixes as mentioned in Section 5.1,
conplexities in routing configuration will appear. |In particular,
source-based routing rules m ght be needed to ensure that outgoing
packets are routed to the appropriate border router and ISP |ink
Normal |y, a packet sourced from an address assigned by ISP X should
not be sent via ISP Y, to avoid ingress filtering by Y [ RFC2827]

[ RFC3704]. Additional considerations may be found in

[ MULTI HOM NG W THOUT- NAT]. Note that the prefix translation

techni que discussed in [ RFC6296] does not describe a solution for
enterprises that offer publicly available content servers.

Each | Pv6 subnet that supports end hosts nornmally has a /64 prefix,

| eavi ng another 64 bits for the interface identifiers of individua
hosts. In contrast, a typical |1Pv4 subnet will have no nore than

8 bits for the host identifier, thus limting the subnet to 256 or
fewer hosts. A dual-stack design will typically use the sane

physi cal or VLAN subnet topology for IPv4 and | Pv6, and therefore the
same router topology. |In other words, the IPv4 and | Pv6 topol ogi es
are congruent. This means that the Iimted subnet size of IPv4 (such
as 256 hosts) will be inposed on IPv6, even though the | Pv6 prefix
will allow nany nore hosts. It would be theoretically possible to
avoid this linmtation by inplenenting a different physical or VLAN
subnet topology for IPv6. This is not advisable, as it would result
in extrenely conplex fault diagnhosis when sonethi ng went w ong.

5.3. DNS

It nust be understood that as soon as a AAAA record for a well-known
nane is published in the DNS, the corresponding server will start to
receive IPv6 traffic. Therefore, it is essential that an I CP test
thoroughly to ensure that IPv6 works on its servers, |oad bal ancers,
etc., before adding their AAAA records to DNS. There have been

Carpenter & Jiang I nf or mati onal [ Page 9]



RFC 6883 | Pv6 | CP and ASP Gui dance March 2013

nunerous cases of ICPs breaking their sites for all |IPv6 users during
a roll-out by returning AAAA records for servers inproperly
configured for |Pv6.

Once such tests have succeeded, each externally visible host (or
virtual host) that has an A record for its |IPv4d address needs a AAAA
record [ RFC3596] for its IPv6 address, and a reverse entry (in
ip6.arpa) if applicable. Note that if CNAME records are in use, the
AAAA record nmust be added al ongside the A record at the end of the
CNAME chain. It is not possible to have the AAAA record on the sane
nane as used for a CNAME record, as per [RFC1912].

One inportant detail is that some clients (especially Wndows XP) can
only resolve DNS nanes via | Pv4, even if they can use IPv6 for
application traffic. Al so, a dual-stack resolver mght attenpt to
resol ve queries for A records via |IPv6, or AAAA records via IPv4. It
is therefore advisable for all DNS servers to respond to queries via
both | Pv4 and | Pv6.

6. Load Bal ancers

Most avail abl e | oad bal ancers now support |1Pv6. However, it is

i mportant to obtain appropriate assurances from vendors about their

| Pv6 support, including performance aspects (as di scussed for routers
in Section 5.2). The update needs to be planned in anticipation of
expected traffic growth. It is to be expected that IPv6 traffic wll
initially be low, i.e., a small but growi ng percentage of tota
traffic. For this reason, it mght be acceptable to have |Pv6
traffic bypass |oad balancing initially, by publishing a AAAA record
for a specific server instead of the |oad bal ancer. However, |oad
bal ancers often al so provide for server fail-over, in which case it
woul d be better to inplenment | Pv6 | oad bal ancing i medi ately.

The sane woul d apply to Transport Layer Security (TLS) or HTTP
proxi es used for | oad-bal anci ng purposes.
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7. Proxies

An HTTP proxy [RFC2616] can readily be configured to handl e incomni ng
connections over IPv6 and to proxy themto a server over |Pv4.
Therefore, a single proxy can be used as the first step in an
outside-in strategy, as shown in the follow ng di agram

IPv6 Cients in the Internet )

—~SN~
~—

| Ingress |
| router |

| HTTP |

In this case, the AAAA record for the service would provide the |IPv6
address of the proxy. This approach will work for any HTTP or HITPS
applications that operate successfully via a proxy, as long as |Pv6
load remains low. Additionally, many | oad-bal ancer products

i ncorporate such a proxy, in which case this approach woul d be
possi bl e at high | oad.

Note that in any proxy scenario, an ICP will need to nake sure that
both I Pv4 and | Pv6 addresses are being properly passed to application
servers in any relevant HTTP headers and that those application
servers are properly handling the | Pv6 addresses.
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8. Servers
8.1. Network Stack

The TCP/I P network stacks in popul ar operating systens have supported

| Pv6 for many years. |In nost cases, it is sufficient to enable |IPv6
and possibly DHCPv6; the rest will follow Servers inside an |ICP
network will not need to support any transition technol ogi es beyond a

simpl e dual stack, with a possible exception for 6to4 mitigation
noted bel ow in Section 9.

As sone operating systens have separate firewall rule sets for |Pv4
and | Pv6, an | CP should al so eval uate those rule sets and ensure that
appropriate firewall rules are configured for IPv6. Mre details are
di scussed in Section 14.

8.2. Application Layer

Basi c HTTP servers have been able to handl e an | Pv6-enabl ed network
stack for sonme years, so at the nost it will be necessary to update
to a nore recent software version. The same is true of generic
applications such as email protocols. No general statement can be
made about ot her applications, especially proprietary ones, so each
ASP will need to make its own determ nation. As changes to the
network | ayer to introduce | Pv6 addresses can ripple through
applications, testing of both client and server applications shoul d
be performed in IPv4-only, |Pv6-only, and dual -stack environnents
prior to dual-stacking a production environment.

One inportant recomrendation here is that all applications should use
donmai n nanes, which are |P-version-independent, rather than IP
addresses. Applications based on niddl eware platforns that have

uni form support for IPv4 and |1 Pv6, for exanple, Java, may be able to
support both IPv4 and I Pv6 naturally wi thout additional work.
Security certificates should al so contain domai n nanes rather than
addr esses.

A specific issue for HTTP-based services is that | P address-based
cooki e authentication schemes will need to deal w th dual -stack
clients. Servers mght create a cookie for an |IPv4 connection or an
| Pv6 connection, depending on the setup at the client site and on the
whins of the client operating system There is no guarantee that a
given client will consistently use the sane address famly,
especi al |y when accessing a collection of sites rather than a single
site, such as when cookies are used for federated authentication. |If
the client is using privacy addresses [ RFC4941], the | Pv6 address

Carpenter & Jiang I nf or mati onal [ Page 12]



RFC 6883 | Pv6 | CP and ASP Gui dance March 2013

(but usually not its /64 prefix) m ght change quite frequently. Any
cooki e nechani sm based on 32-bit |Pv4 addresses will need significant
renodel i ng.

CGeneric considerations on application transition are discussed in
[ RFC4038], but many of themwill not apply to the dual -stack |ICP
scenario. An ICP that creates and naintains its own applications
will need to review themfor any dependency on | Pv4.

8.3. Logging

The introduction of IPv6 clients will generally also result in | Pve
addresses appearing in the "client ip" field of server logs. It

m ght be convenient to use the sane log field to hold a client’s IP
address, whether it is IPv4d or I Pv6. Downstream systens | ooking at
logs and client I P addresses may al so need testing to ensure that
they can properly handl e | Pv6 addresses. This includes any of an

| CP s databases recording client | P addresses, such as for recording
| P addresses of online purchases and coment posters.

It is worth noting that accurate traceback fromlogs to individua
customers requires end-to-end address transparency. This is

addi tional notivation for an ICP to support native |Pv6 connectivity,
since otherwi se, IPv6-only custoners will inevitably connect via sone
formof translation mechanism interfering with traceback

8.4. Ceol ocation

Initially, 1CPs nmay observe some weakness in geol ocation for |Pv6
clients. As tine goes on, it is to be assuned that geol ocation

net hods and dat abases will be updated to fully support |1Pv6 prefixes.
There is no reason they will be nore or |less accurate in the |ong
termthan those available for I Pv4. However, we can expect many nore
clients to be nmobile as time goes on, so geolocation based on IP
addresses alone may in any case becone problematic. A nore robust
techni que such as HTTP-Enabl ed Location Delivery (HELD) [RFC5985]
coul d be consi dered.

9. Coping with Transition Technol ogi es

As nentioned above, an I CP should obtain native |IPv6 connectivity
fromits ISPs. In this way, the ICP can avoid nost of the

conpl exities of the nunerous |Pv4-to-1Pv6 transition technol ogi es
that have been devel oped; they are all second-best sol utions.

However, sone clients are sure to be using such technologies. An ICP
needs to be aware of the operational issues this may cause and how to
deal with them
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In sone cases outside the ICPs control, clients mght reach a
content server via a network-layer translator fromIPv6 to | Pv4.

| CPs who are offering a dual-stack service and providing both A and
AAAA records, as reconmmended in this docunment, should not normally
receive IPv4 traffic from NAT64 transl ators [ RFC6146].

Exceptional ly, however, such traffic could arrive via IPv4 froman

| Pv6-only client whose DNS resolver failed to receive the | CP's AAAA
record for some reason. Such traffic would be indistinguishable from
regul ar 1 Pv4-via-NAT traffic.

Al ternatively, ICPs who are offering a dual -stack service m ght
exceptionally receive IPv6 traffic translated froman | Pv4-only
client that sonehow failed to receive the ICPs Arecord. An ICP
could also receive IPv6 traffic with translated prefixes [ RFC6296].
These two cases would only be an issue if the I1CP was offering any
service that depends on the assunption of end-to-end | Pv6 address
transparency.

Finally, some traffic mght reach an | CP that has been transl ated
twice en route (e.g., fromIPv6 to I Pv4 and back again). Again, the
ICP will be unable to detect this. It is likely that real-tine

geol ocation will be highly inaccurate for such traffic, since it wll
at best indicate the |ocation of the second translator, which could
be very distant fromthe customner.

In other cases, also outside the ICP's control, IPv6 clients may
reach the IPv6 Internet via some formof |Pv6-in-I1Pv4 tunnel. In
this case, a variety of problems can arise, the npbst acute of which
affect clients connected using the Anycast 6to4 sol ution [RFC3068].
Advice on how ICPs may mitigate these 6to4 problens is given in
Section 4.5. of [RFC6343]. For the benefit of all tunneled clients,
it is essential to verify that Path MIU Di scovery works correctly
(i.e., the relevant | CWPv6 packets are not bl ocked) and that the
server-side TCP inplementation correctly supports the Maxi num Segnent
Size (MSS) negotiation mechani sm [ RFC2923] for IPv6 traffic.

Sone | CPs have inplenented an interimsolution to nmitigate transition
problenms by limiting the visibility of their AAAA records to users
with validated | Pv6 connectivity [ RFC6589] (known as " DNS
whitelisting"). At the tinme of this witing, this solution seens to
be passing out of use, being replaced by "DNS bl acklisting" of
customer sites known to have problens with I Pv6 connectivity. |In the
reverse direction, it is worth being aware that sonme |SPs with
significant populations of clients with broken |IPv6 setups have begun
filtering AAAA record | ookups by their clients. None of these
solutions are appropriate in the long term
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Anot her approach taken by sonme ICPs is to offer I Pv6-only support via
a specific DNS nane, e.g., ipv6.exanple.com if the primary service
is www. exanple.com In this case, ipv6.exanple.comwuld have a AAAA
record only. This has some value for testing purposes but is

ot herwi se only of interest to hobbyist users willing to type in
speci al URLs.

There is little an I CP can do to deal with client-side or renpote ISP
deficiencies in | Pv6 support, but it is hoped that the "Happy
Eyebal | s" [ RFC6555] approach will inprove the ability for clients to
deal with such problens.

Content Delivery Networks

DNS- based techni ques for diverting users to Content Delivery Network
(CDN) points of presence (POPs) will work for IPv6, if AAAA records

as well as A records are provided. 1In general, the CDN should follow
the recomendations of this docunment, especially by operating a ful
dual -stack service at each POP. Additionally, each POP will need to

handl e I Pv6 routing exactly like IPv4, for exanple, running BGP-4+
[ RFC4760] .

Note that if an I CP supports IPv6 but its external CDN provider does
not, its clients will continue to use IPv4 and any |IPv6-only clients

will have to use a transition solution of sonme kind. This is not a
desirable situation, since the ICPs work to support IPv6 will be
wast ed.

An I CP might face a complex situation if its CDN provider supports

| Pv6 at some POPs but not at others. |Pv6-only clients could only be
diverted to a POP supporting |Pv6. There are al so scenarios where a
dual -stack client would be diverted to a mixture of 1Pv4 and | Pv6
POPs for different URLs, according to the A and AAAA records provided
and the availability of optinizations such as "Happy Eyeballs". A
rel ated side effect is that copies of the sane content viewed at the
sanme time via IPv4 and I Pv6 may be different, due to latency in the
under | yi ng data synchroni zati on process used by the CDN. This effect
has in fact been observed in the wild for a najor social network
supporting dual stack. These conplications do not affect the
viability of relying on a dual -stack CDN, however.

The CDN itself faces related conplexity: "As IPv6 rolls out, it’'s
going to roll out in pockets, and that’'s going to make the routing
around congestion points that nuch nore inportant but also that nuch
harder," stated John Summers of Akanmai in 2010 [ CDN- UPGRADE] .
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A converse situation that mght arise is that an | CP has not yet
started its deploynment of I Pv6 but finds that its CDN provider

al ready supports IPv6. Then, assuming that the CDN provider
announces appropri ate AAAA DNS Resource Records, dual -stack and

| Pv6-only customers will obtain |IPv6 access, and the I CP' s content

may well be delivered to themvia IPv6. |In nornal circunstances,
this should create no problens, but it is a situation that the ICP
and its support staff need to be aware of. In particular, support

staff should be given IPv6 connectivity in order to be able to
i nvestigate any problens that mght arise (see Section 4).

11. Business Partners

As noted earlier, it isin an ICPs or ASP's best interests that
their users have direct |1Pv6 connectivity, rather than indirect |Pv4
connectivity via double NAT. |If the ICP or ASP has a direct business
relationship with some of their clients, or with the networks that
connect themto their clients, they are advised to coordinate with
those partners to ensure that they have a plan to enable | Pv6. They
shoul d also verify and test that there is first-class |Pv6
connectivity end-to-end between the networks concerned. This is
especially true for inplenentations that require | Pv6 support in
speci al i zed prograns or systens in order for the I Pv6 support on the
| CP/ ASP side to be useful.

12. Possible Conmplexities

Sone additional considerations cone into play for some types of
conpl ex or distributed sites and applications that an I CP may be
delivering. For exanple, an ICP nay have a site spread across many
host nanes (not all under their control). Oher ICPs may have their
sites or applications distributed across nmultiple |ocations for
avail ability, scale, or perfornance.

Many nodern web sites and applications now use a collection of
resources and applications, some operated by the ICP and others by
third parties. Wile npst clients support sites containing a mxture
of |1 Pv4-only and dual -stack el enents, an | CP should track the | Pv6
availability of enbedded resources (such as images), as otherw se
their site may only be partially functional or nmay have degraded
performance for |Pv6-only users.

DNS- based | oad- bal anci ng techni ques for diverting users to servers in
multiple POPs will work for IPv6, if the | oad bal ancer supports |Pv6
and i f AAAA records are provided. Depending on the architecture of
the | oad bal ancer, an I CP may need to operate a full dual-stack
service at each POP. Wth other architectures, it nay be acceptable
toinitially only have IPv6 at a subset of |ocations. Sone
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architectures will make it preferable for IPv6 routing to mirror |Pv4
routing (for exanple, running BGP-4+ [ RFC4760] if appropriate), but
this may not always be possible, as IPv6 and | Pv4 connectivity can be
i ndependent .

Sone conplexities may arise when a client supporting both IPv4 and

| Pv6 uses different POPs for each IP version (such as when IPv6 is
only available in a subset of |ocations). There are also scenarios
where a dual -stack client would be diverted to a m xture of |Pv4 and
| Pv6 POPs for different URLs, according to the A and AAAA records
provided and the availability of optimzations such as "Happy
Eyebal | s" [ RFC6555]. A related side effect is that copies of the
sanme content viewed at the same tinme via IPv4 and | Pv6 may be
different, due to latency in the underlying data synchronization
process used at the application layer. This effect has in fact been
observed in the wild for a major social network supporting dua

st ack.

Even with a single POP, unexpected behavior nay arise if a client
swi t ches spont aneously between | Pv4 and | Pv6 as a perfornmance

optim zation [ RFC6555] or if its |Pv6 address changes frequently for
privacy reasons [RFC4941]. Such changes may affect cookies,

geol ocation, |oad bal ancing, and transactional integrity. Although
unexpect ed changes of client address also occur in an |Pv4-only
environnent, they may be nore frequent with | Pv6.

Oper ati ons and Managenent

There is no doubt that, initially, |IPv6 deploynment will have
operational inpact, and will also require education and training as
nentioned in Section 3. Staff will have to update network el enents
such as routers, update configurations, provide information to end
users, and di agnose new probl enms. However, for an enterprise
network, there is plenty of experience, e.g., On numerous university
canpuses, show ng that dual -stack operation is no harder than

| Pv4-only in the steady state.

Wat ever managenent, nonitoring, and | ogging are perforned for |Pv4
are al so needed for I1Pv6. Therefore, all products and tools used for
these purposes must be updated to fully support |IPv6 nanagenment data.
It is inportant to verify that tools have been fully updated to
support 128-bit addresses entered and di splayed i n hexadeci mal fornmat
[ RFC5952]. Since an IPv6 network nay operate with nore than one | Pv6
prefix and therefore nore than one address per host, the tools nust
deal with this as a normal situation. This includes any address
management tool in use (see Section 5.1) as well as tools used for
creating DHCP and DNS configurations. There is significant overlap
here with the tools involved in site renunbering [ RFC6879].
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At an early stage of IPv6 deploynent, it is likely that I1Pv6 will be
mai nly managed via | Pv4 transport. This allows network nanagenent
systens to test for dependenci es between |IPv4 and | Pv6 managenent
data. For exanmple, will reports mxing |Pv4 and | Pv6 addresses

di splay correctly?

In a second phase, |Pv6 transport should be used to manage the
network. Note that it will also be necessary for an I CP to provide

| Pv6 connectivity for its operations and support staff, even when
working remotely. As far as possible, nmutual dependency between |Pv4
and | Pv6 shoul d be avoi ded, for both the nanagenment data and the
transport. Failure of one should not cause a failure of the other
One precaution to avoid this would be for network nmanagenent systens
to be dual -stacked. It would then be possible to use | Pv4
connectivity to repair |1Pv6 configurations, and vice versa.

Dual stack, while necessary, does have nanagement scaling and

over head considerations. As noted earlier, the long-termgoal is to
nove to single-stack I Pv6, when the network and its custoners can
support it. This is an additional reason why mutual dependency

bet ween the address fanilies shoul d be avoided in the managenent
systemin particular; a hidden dependency on | Pv4 that had been
forgotten for many years would be highly inconvenient. In
particul ar, a managenent tool that nmanages |Pv6 but itself runs only
over |IPv4 woul d prove disastrous on the day that IPv4 is swtched

of f.

An | CP shoul d ensure that any end-to-end availability nmonitoring
systens are updated to nonitor dual -stacked servers over both |Pv4
and I Pv6. A particular challenge here nmay be nonitoring systens
relying on DNS nanmes, as this may result in nonitoring only one of
| Pv4d or IPv6, resulting in a loss of visibility to failures in
networ k connectivity over either address famly.

As nentioned above, it will also be necessary for an ICP to provide
| Pv6 connectivity for its operations and support staff, even when
wor ki ng renotely.

Security Consi derations

VWile many 1CPs may still be in the process of experimenting with and
configuring IPv6, there is mature malware in the wild that wll

| aunch attacks over IPv6. For exanple, if a AAAA DNS record i s added
for a hostnane, nalware using client OS |libraries may automatically
switch fromattacking that hostname over |IPv4 to attacking that

host name over I Pv6. As a result, it is crucial that firewalls and

ot her network security appliances protecting servers support |Pv6 and
have rul es tested and confi gured.
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Security experience with I Pv4 should be used as a guide as to the
threats that may exist in IPv6, but they should not be assuned to be
equal ly likely nor should they be assuned to be the only threats that
could exist in IPv6. However, essentially every threat that exists
for 1Pv4 exists or will exist for IPv6, to a greater or |esser
extent. It is essential to update firewalls, intrusion detection
systens, denial -of-service precautions, and security auditing
technology to fully support IPv6. Needless to say, it is also
essential to turn on well-known security nechani sns such as DNS
Security and DHCPv6 Authentication. Oherw se, IPv6 will becone an
attractive target for attackers.

VWhen nmultiple PA prefixes are in use as nmentioned in Section 5.1,
firewall rules must allow for all valid prefixes and nust be set up
to work as intended even if packets are sent via one ISP but return
packets arrive via anot her

Performance and nmenory size aspects of dual-stack firewalls nust be
consi dered (as discussed for routers in Section 5.2).

In a dual -stack operation, there nmay be a risk of cross-contam nation
bet ween the two protocols. For exanple, a successful |Pv4-based

deni al -of -service attack m ght al so deplete resources needed by the

| Pv6 service, or vice versa. This risk strengthens the argunent that
| Pv6 security must be up to the sane level as |IPv4d. Risks can also
occur with dual-stack Virtual Private Network (VPN) sol utions

[ VPN- LEAKAGES] .

A general overview of techniques to protect an | Pv6 network against
external attacks is given in [RFC4864]. Assuming that an | CP has
native | Pv6 connectivity, it is advisable to block incom ng

| Pv6-in-1Pv4 tunnel traffic using | Pv4 protocol type 41. CQutgoing
traffic of this kind should be bl ocked, except for the case noted in
Section 4.5 of [RFC6343]. |1CwWv6 traffic should only be blocked in
accordance with [RFC4890]; in particular, Packet Too Bi g nessages,
which are essential for Path MIU Di scovery, nust not be bl ocked.

Brute-force scanning attacks to di scover the existence of hosts are
much less likely to succeed for IPv6 than for |Pv4d [ RFC5157].
However, this should not lull an ICP into a fal se sense of security,
as various nam ng or addressing conventions can result in |Pv6
address space being predictable or guessable. |In the extrene case,
| Pv6 hosts night be configured with interface identifiers that are
very easy to guess; for exanple, hosts or subnets nanually nunbered
with consecutive interface identifiers starting from"1" woul d be
much easier to guess. Such practices should be avoi ded, and ot her
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16.

16.

useful precautions are discussed in [ RFC6583]. Al so, attackers mi ght
find I Pv6 addresses in |ogs, packet traces, DNS records (including
reverse records), or el sewhere.

Protecti on agai nst rogue Router Advertisenents (RA Guard) should al so
be consi dered [ RFC6105].

Transport Layer Security version 1.2 [RFC5246] and its predecessors

work correctly with TCP over |Pv6, neaning that HITPS-based security
solutions are i medi ately applicable. The sane should apply to any

ot her transport-layer or application-layer security techniques.

If an ASP uses | Psec [ RFC4301] and the Internet Key Exchange (IKE)
protocol [RFC5996] in any way to secure connections with clients,
these too are fully applicable to I Pv6, but only if the software
stack at each end has been appropriately updated.
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