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1. Introduction

The state nachines described in this docunent are illustrative of how
the G ST protocol defined in [1] may be inplenented for the G ST
nodes in different |ocations of a flow path. Where there are
differences, [1] is authoritative. The state nachines are
informative only. |Inplenmentations nmay achieve the same results using
di fferent methods.

There are two types of possible entities for A ST signaling:

- G ST querying node: G ST node that initiates the discovery of the
next peer;

- G ST respondi ng node: A ST node that is the discovered next peer

We describe a set of state machines for these entities to illustrate
how G ST may be i npl enent ed.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [2].

3. Notational Conventions Used in State D agrans

The following text is reused from[3], and the state diagrans are
based on the conventions specified in [4], Section 8.2.1. Additiona
state machine details are taken from[5].

RFC 4137 [3] reproduced the following text from Section 8.2.1 of |EEE
802- 1X-2004 [4].

State diagrans are used to represent the operation of the protoco
by a nunber of cooperating state nmachi nes, each conprising a group
of connected, nmutually exclusive states. Only one state of each
machi ne can be active at any given tine.

Al permissible transitions between states are represented by
arrows, the arrowhead denoting the direction of the possible
transition. Labels attached to arrows denote the condition(s)
that nust be net in order for the transition to take place. Al
conditions are expressions that evaluate to TRUE or FALSE;, if a
condition evaluates to TRUE, then the condition is net. The |abe
UCT denotes an unconditional transition (i.e., UCT al ways
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evaluates to TRUE). A transition that is global in nature (i.e.
a transition that occurs fromany of the possible states if the
condition attached to the arrowis net) is denoted by an open
arrow, i.e., no specific state is identified as the origin of the
transition. Wen the condition associated with a gl oba
transition is met, it supersedes all other exit conditions

i ncluding UCT. The special global condition BEG N supersedes al
ot her global conditions, and once asserted it remai ns asserted
until all state blocks have executed to the point that variable
assi gnments and ot her consequences of their execution renmain
unchanged.

On entry to a state, the procedures defined for the state (if any)
are executed exactly once, in the order that they appear on the
page. Each action is deenmed to be atomic; i.e., execution of a
procedure conpl etes before the next sequential procedure starts to
execute. No procedures execute outside a state block. The
procedures in only one state block execute at a tine, even if the
conditions for execution of state blocks in different state

machi nes are satisfied, and all procedures in an executing state
bl ock conpl ete execution before the transition to and execution of
any other state block occurs. That is, the execution of any state
bl ock appears to be atomic with respect to the execution of any
other state block, and the transition condition to that state from
the previous state is TRUE when executi on commences. The order of
execution of state blocks in different state machines is undefined
except as constrained by their transition conditions. A variable
that is set to a particular value in a state block retains this
val ue until a subsequent state bl ock executes a procedure that
nmodi fi es the val ue.

On conpletion of all the procedures within a state, all exit
conditions for the state (including all conditions associated with
gl obal transitions) are evaluated continuously until one of the
conditions is met. The |abel ELSE denotes a transition that
occurs if none of the other conditions for transitions fromthe
state are net (i.e., ELSE evaluates to TRUE if all other possible
exit conditions fromthe state evaluate to FALSE). Were two or
nore exit conditions with the same | evel of precedence become TRUE
si mul t aneously, the choice as to which exit condition causes the
state transition to take place is arbitrary.

In addition to the above notation, there are a couple of
clarifications specific to this document. First, all bool ean
variables are initialized to FALSE before the state machi ne execution
begins. Second, the followi ng notational shorthand is specific to
this document:
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<vari abl e> = <expressi onl> | <expression2>

Execution of a statenent of this formw |l result in <variabl e>
havi ng a val ue of exactly one of the expressions. The logic for
whi ch of those expressions gets executed is outside of the state
machi ne and coul d be environnental, configurable, or based on
anot her state nachine such as that of the nethod.

4. State Machine Synbol s

()

Used to force the precedence of operators in bool ean expressions
and to delimt the argunment(s) of actions within state boxes.

Used as a ternminating delinmter for actions within state boxes.
VWere a state box contains multiple actions, the order of
execution follows the normal English | anguage conventions for
readi ng text.

Assi gnnent action. The value of the expression to the right of
the operator is assigned to the variable to the left of the
operator. Where this operator is used to define nultiple
assignments, e.g., a = b = X the action causes the value of the
expression follow ng the right-npst assignment operator to be
assigned to all of the variables that appear to the left of the
ri ght-nmost assi gnment operator.

Logi cal NOT operator.

Logi cal AND operator.

Logi cal OR operator.

...then. ..

Conditional action. |If the bool ean expression following the "if"
eval uates to TRUE, then the action follow ng the "then" is
execut ed.

{ statenment 1, ... statenment N}

Conpound statenment. Braces are used to group statenents that are
executed together as if they were a single statenent.
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| =
Inequality. Evaluates to TRUE if the expression to the |eft of
the operator is not equal in value to the expression to the right.

Equality. Evaluates to TRUE if the expression to the left of the
operator is equal in value to the expression to the right.

>
Greater than. Evaluates to TRUE if the value of the expression to
the left of the operator is greater than the value of the
expression to the right.

<=
Less than or equal to. Evaluates to TRUE if the value of the
expression to the left of the operator is either less than or
equal to the value of the expression to the right.

++
I ncrement the preceding integer operator by 1.

+
Arithmetic addition operator.

&

Bi twi se AND operator.
5. Common Rul es

Thr oughout the docunent we use terns defined in [1], such as Query,
Response, and Confirm

The state machine represents the handling of A ST nessages that match
a Message Routing State’s Message Routing Information (M), NSIS
Signal ing Layer Protocol identifier (NSLPID), and session identifier
(SID) and with no protocol errors. Separate parallel instances of
the state machi nes shoul d handl e nessages for different Message
Routing States (MRSs).

The state machine represents the states and transitions of the
upstream and downstream peers of the Message Routing State.

For sinplification, not all objects included in a nessage are shown.
Only those that are significant for the case are shown. State

machi nes do not present handling of nessages that are not significant
for managerment of the states.
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The state machines presented in this docunment do not cover all
functions of a G ST node. Functionality of nessage forwarding,
transm ssion of NSLP data w thout MRS establishnment, and providing of
the received nessages to the appropriate MRS, we refer to as "I ower-
| evel pre-processing” step. Pre-processing provides to the
appropriate MRS state machine only the nmessages that are natched

agai nst waiting Query/ Response cookies, or the triplet (MR, NSLPID,
SID) of the established MRS. This is represented by "rx_*" events in
the state machi nes.

Management of messagi ng associations (MAs) is considered in the
docunent via procedures, events, and variables, which describe MA
interaction with the MRS state machines. A state machine for MA
managenent is not explicitly presented.

5.1. Common Procedures

Tx_Query:
Transmt of Query nessage.

Tx_Response:
Transmit of Response nessage.

Tx_Confirm
Transmt of Confirm nessage.

Tx_Dat a:
Transmt of Data nessage.

Tg_MessageSt at us:
NSLP/ G ST APl nessage informing NSLP application of unsuccessful
delivery of a nessage

Tg_RecvMsg:
NSLP/ G ST APl nessage that provides received message to NSLP
appl i cation.

Tg_Net wor kNot i fi cati on:
NSLP/ G ST APl nmessage that infornms NSLP application of change in
MVRS.

Install downstreant upstream MRS:
Install new Message Routing State and save the correspondi ng peer
state info (I P address and UDP port, or pointer to the used M)
for the current Message Routing State or update the correspondi ng
peer state info.
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5.

2.

Del ete MRS
Del ete install ed downstreani upstream peer’s info for the current
Message Routing State, and delete the Message Routing State if
required.

Refresh MRS
Refreshes installed MRS

Queue NSLP i nfo:
Save NSLP nessages in a queue until conditions for their sending
are present, e.g., a required MA association is established.

CheckPeer | nf o:
The sender of the received data nmessage is matched against the
installed peer info in the MRS

Del ete MA:
Del et e/ di sconnect used MNA.

St op using shared MA:
Stop using shared MA. |If the shared MA is no |onger being used by
any other MRSs, it depends on the |ocal policy whether it is
del eted or kept.

Tg _Establish_ MA:
Triggers establishnent of a new NA

Start/Restart a timer variable (Section 5.3):
Start/Restart of a certain tinmer.

I nstall/Update/Del ete UpstreanPeerInfo variable (Section 5.3):
Managenment of upstream peer info in state nachi ne of responding
node.

Common Events

Rx_Query:
Recei ve of Query nessage.

Rx_Response:
Recei ve of Response nessage.

Rx_Confirm
Recei ve of Confirm message.

Rx_Dat a:
Recei ve of Data nessage
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Tg_SendMsg:
NSLP/ G ST APl nessage from NSLP application that requests
transm ssion of a NSLP nessage.

Tg _Set StateLifetinme(tine_period):
NSLP/ G ST APl nessage providing info for the lifetime of a Routing
State (RS), required by the application. "Tinme_period = 0"
represents the cancellation of established RSs/MAs, invoked by the
NSLP applicati on.

Tg_I nval i dRout i ngSt at e:
NSLP/ G ST APl notification from NSLP application for path change.

Tg_ERROR:
General Error event / systemlevel error.

Tg_MA Est abl i shed:
A new MA has been successfully established.

Tg_MA Error:
Error event with used MA

Ti meout a tinmer variable (Section 5.3):
Ti meout of a certain tinmer.

5.3. Common Vari abl es
Variables listed in this section are defined as:
- Specific information carried in the received nessages.

- Conditions that are results of processes not defined in the state
machi ne nodel .

State machine logic is based on these general conditions and nessage
par amet ers.

The type of node and destination info is deternined by NSLP
application paranmeters and local G ST policy. Here it is represented
by the common vari abl es D-nbde, C nobde, and MA nfo.

C- node:
The nessage MJST be transmitted in Cnode. This is specified by
"Message transfer attributes" set by NSLP application to any of
the follow ng val ues:

"Reliability" is set to TRUE.
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"Security" is set to values that request secure handling of a
nmessage.

"Local processing” is set to values that require services offered
by C-nbde (e.g., congestion control) [1].

D- node:
The nessage MJST be transnmitted in D-nobde. This is specified by
local policy rules. |If the "Message transfer attributes" are not

set by NSLP application to any of the foll owi ng val ues, then
"Reliability" is set to TRUE

"Security" is set to values that request special security handling
of a message.

"Local processing” is set to values that require services offered
by C-node [1].

MAI nf o:
G ST nmessage paraneters describing the required MA or proposed MA
e.g., "Stack-proposal" and "Stack-Configuration-Data" [1].

NSLPdat a
NSLP application data.

RespCooki e:
Responder Cookie that is being sent by the respondi ng node with
the Response nessage in case that its local policy requires a
confirmation fromthe queryi ng node.

Confi r nRequi r ed:
I ndicator that a Confirm message is required by the local policy
rule for installation of a new MRS

NewPeer :
I ndi cator that a Response nessage is received froma new
respondi ng peer.

MAexi st :
I ndicator that an existing MA will be reused in data transfer
bet ween peers.

Upst r eanPeer | nf o:
Upstream peer info that is saved in an established MRS

T I nactive_QNode:
Message Routing State lifetine tinmer in querying node.
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T _Expired_RNode:
Message Routing State lifetine timer in respondi ng node.

T _Refresh_QNode:
Message Routing State refresh timer in querying node.

T_No_Response:
Timer for the waiting period for Response nessage in querying
node.

T No_Confirm
Timer for the waiting period for Confirm nessage in responding
node.

No_ MRS Install ed:
Dat a sent by respondi ng node via a Response nessage that indicates
| oss of Confirm nessage.

6. State Machi nes

The foll owi ng section presents the state machi ne di agrams of QG ST
peers. RFC 5972 is published as a .txt file. A supplenentary . pdf
i s being published as well.

In the .pdf docunent, the state nachine diagrans are depicted in
detail. Al state nachine information (triggering event, action
taken, and variable status) is represented in the diagrans.

In the .txt docunent, state machine diagrans depict only transition
nunbers. Followi ng each diagramis a list of state transition
descriptions. Conplete transition details (triggering event, action
taken, and variable status) are given in state transition tables in
Appendi x A.

Pl ease use the .pdf version whenever possible. It is the clearer

representation of the state machine. |In case of a difference between
the two docunents, please refer to the .pdf version
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6.1. Diagram Notations

e +
| STATE
oo o e oo +
|
I
00000
o N o Transition N
00000
I
\Y;
o +
STATE |
o e e e e e eeeaoao- +

Figure 1: Di agram not ati ons
6.2. State Machine for G ST Queryi ng Node

The state nachine di agram of the G ST querying node is bel ow
Transition descriptions foll ow

Pl ease refer to Appendix A 1 for conplete transition details
(triggering event, action taken, and variable status).
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Figure 2: State Machine for G ST Queryi ng Node
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1**) An initial request fromthe NSLP application is received, which
triggers Query nessages requesting either D node or C-node.
Dependi ng on the node’s | ocal policy, the NSLP data ni ght be
pi ggybacked in the Query requesting D-nbde. The Query may carry
MAinfo i f G node transport is needed.

2) T _No_Response tinmer expires, and the maxi mum nurmber of retries
has been reached. The NSLP application is notified of the G ST
peer discovery failure.

3) T_No_Response tinmer expires. The Query is resent.

4) A Data nessage is received. It is checked to see whether its
sender matches the installed downstream peer info in the MRS; if
so, it is processed. In WitResponse state, this event night
happen in the process of an MA upgrade, when the downstream peer
is still not aware of establishnent of the new MA

5) The NSLP application provides data for sending. NSLP data is
gueued because the downstream peer is not discovered or the
required MA is still not established.

6) A Response nessage is received. |If a D npde connection is
requested or the available MA can be reused for the requested
C-node, the MRS is established.

7*) Response nessage is received. |If a C node connection nust be
established, and there is no available MA to be reused, MA
establishnment is initiated and the systemwaits for it to be
conpl et ed

8) MA establishment fails. NSLP application is notified for
unsuccessful mnessage delivery.

9) The NSLP application provides data for sending, and the
requested transport parameters require an upgrade of the
established MRS from D-nbde/ C-npde to C-node. O, the NSLP
application notifies the G ST instance of the path change. As a
result, downstream G ST peer discovery is initiated.

10) The MRS lifetime expires or the NSLP application notifies that
the MRS is no | onger needed. The MRS is deleted. |If not
needed, the MA is deleted, too. The NSLP application is
notified of the MRS change.

11*) The path change is detected as a Response nessage from a new

downstream G ST peer is received. A new MA nust be established
for the requested C- node.
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12*) A new MA is established. The MRS is installed. The queued NSLP

data is sent.

13) T_Refresh_QNode tiner expires. The Query nessage is sent.

14) The NSLP application provides data for sending. It is sent via
Dat a nessage towards the downstream d ST peer

15) The Response nessage fromthe downstream A ST peer is received.
The peer is not changed. The MRS is refreshed (T_Refresh_QNode
timer is restarted).

16) The path change is detected as a Response nessage from a new
downstream G ST peer is received. D-node is requested, or the
exi sting MA can be reused for the requested C node.

17) The responding peer indicates that it has not received a Confirm
nessage and it has no established upstream MRS. The Confirm
nessage i s resent.

18) A general error or systemlevel error occurs. The MRS is
deleted. If not needed, the MA is deleted, too. The NSLP
application is notified of the MRS change.

Remar ks:

*) Response and Confirm nessages nmight be sent either in D node or
C-node, before or after MA establishnment, depending on the node’s
| ocal three-way handshake policy and the availability of the MAs
to be reused. See [1] for details.

**) Depending on G ST local policy, NSLPdata m ght be sent as the
payl oad of Query and Confirm nmessages (piggybacking).
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6.3. State Machine for G ST Respondi ng Node

The G ST respondi ng node state machine diagramis below. Transition
descriptions foll ow

Pl ease refer to Appendix A 2 for conplete transition details
(triggering event, action taken, and variable status).
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| Any State +---------- o 14 o
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e o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e meem e +
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o 1 o | o 2 o +0 4 o+ o 3 o
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| | | | | |
| | v | v |
| | oo oo - Fom e e e e oo oo +---+
| | | VWait Confirm |
| | Fom e e oo - e e a o T +
| | | n | n
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| | ooooo0 | 00000 00000 00000 00000
| | | | | |
v v | v |
[ S o m e e e e e e e e e aam o e +
| Est abl i shed Upstream MRS
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| ooooo | | ooooo | | ooooo | | oooo0
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00000 00000 00000 00000

Figure 3. State Machine for A ST Respondi ng Node

1) A Query nessage is received. The MRS is installed imediately
because local policy permits it. The Query nessage m ght carry
pi ggybacked NSLP data that will be provided to the NSLP
application.
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2)

3)

4)

5)

6)

7)

8)

9)

A Query nessage is received. Local policy requires an explicit
Confirm nmessage for MRS installation. The Query nessage ni ght
carry piggybacked NSLP data that will be provided to the NSLP
application.

T No Confirmtinmer expires. Note that all cases of |ost handshake
G ST nessages are handl ed only by the @ ST queryi ng node via
resend of the Query nessage.

A Query nessage is received again. This nmeans that the sent
Response nessage has not been received by the upstream G ST peer.
The Response nessage is resent.

A Confirm message is received that causes installation of the
upstream MRS.

In case of a lost Confirm nessage, data nessages m ght be received
fromthe upstream A ST node (it is unaware of the lost Confirm
nessage). A Response nessage indicating the | oss of the Confirm
is sent back to the upstream G ST node.

A Query nessage is received (fromeither an existing upstream @ ST
node or a new upstream G ST node) with a request to change the
used G ST operation node (from D-node/ C-node to C node, if

avai | abl e; otherwise, it stays the sane). Local policy requires
an explicit Confirmmessage for MRS installation.

The MRS lifetine expires or the NSLP application notifies that the
MRS is no | onger needed. The MRS is deleted. |If used and not
needed, the MA is deleted, too. The NSLP application is notified
of the MRS change.

The NSLP application provides data for sending. NSLP data is sent
if the discovery process is successfully acconplished, or it is
gqueued if a Confirmnessage is still expected to confirm
establ i shment of an MA

10) A Query nessage is received. |If it is sent froma new upstream

G ST node, then there is a path change. Local policy does not
need an explicit Confirm message for MRS installation. The MRS
data i s updated.

11) A Query nessage is received with a request to change the used

G ST operation node (from D-node/ C-node to C-node, if avail abl e;
otherwise, it stays the same). Local policy does not need an
explicit Confirmnessage for MRS installation. The MRS data is
updat ed.
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9.

9.

12) A Data nessage is received. Data nessages are accepted only if
the complete MRS is installed, e.g., the upstreampeer info is
installed. |If not, then a Confirm nmessage is expected and the
Data nessage is not accepted. A Response nessage indicating the
| oss of the Confirmis sent back to the upstream G ST node.

13) A Confirmnessage is received. It acconplishes assignnment of an
exi sting MA (or establishment of a new MA) needed for data
transfer between peers. The information for the used MA is
installed as the upstream peer info.

14) A general error or systemlevel error occurs. The MRS is
deleted. |If not needed, the MA is deleted, too. The NSLP
application is notified of the MRS change.

Security Consi derations

Thi s docunent does not raise new security considerations. Security
consi derations are addressed in the G ST specification [1] and in

[6].
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Appendi x A. State Transition Tables
The state transition tables below represent the state diagranms in
ASCI| format. Please use the .pdf version whenever possible. It is
the clearer representation of the state nmachine.
For each state there is a separate table that lists in each row
- an event that triggers a transition,
- actions taken as a result of the incom ng event,
- and the new state at which the transitions ends.
A.1l. State Transition Tables for G ST Queryi ng Node

Pl ease refer to the state machine diagramin Figure 2.

+Transition

| |Condition | Action | State

Y A e B T I T F-- e - -
1) |tg_SendMsg |t x_Query | Vi t

x| | start T_No_Response | Response

| | Queue NSLP dat a |

Del ete MRS
IF (MA is used)

I I
| | I DLE
I I
I ((Delete MA) || I
I I
I I

I
18) | Tg_ERRCR

(Stop using shared MA))
Tg_Networ kNot i fi cati on

Tsenov, et al. I nf or mati onal [ Page 20]
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St at e:

Wi t Response

+Transition

| | Condition
V- -+
2)
| &&( MaxRet ry)
|
3) |
| &&(! MaxRet ry)
|
4) |rx_Data
|
5) | tg_SendMsg
I
6) | rx_Response)]| |
|
| (MAexi st))
|
|
7 |r
* | (! MAexi st)
|
18) | Tg_ERROR
|
|
|
|
|

(timeout T_No_Response)

(rx_Response( MAi nf 0) &&

X_Response( MAI nf 0) &&

Tsenov, et al.

| (ti meout T_No_Response)

G ST State Machi ne

| Action

| t g_MessageSt at us
|

|
| Tx_Query

| restart T_No_Response

| I F( CheckPeer | nf 0)
tg_RecvMsg to Appl.

nst al |

| nf or mat i onal

Queue NSLP data

|

| F (RespCooki e)
t x_Confirm RespCooki e) | MRS

t x_Dat a( Queued NSLP dat a) |

tg _Establish_ MA
(tx_Confirm

(Del ete MRS)
IF (MA is used)

((Delete MA) | |

(Stop using shared MA))
Tg_Networ kNotification

Cct ober

| Wi t
| Response

|
| Wi t
| Response

| Wi t
| Response

2010

|
| Est abl i shed
| Downst r eam

|

| Wai t MA

| Est abl i sh.
|

|

| I DLE

|

|

|

|

|

B
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St at e:

| | Condition
R
4) |rx_Data
|
I
9) | ((tg_SendMsg) &&( C- node)
| &&(!' MAexi st)) | |
| _MA error)||
|
|

10) | (timeout T_Inactive_

Node)

r x_Response( MAI nf 0) &
NewPeer ) &&( ! MA exi st))

*

I

I

|
101

| (

I

I

13) I timeout T_Refresh_(QNode
|

14) I tg_SendMsg
|

|
15) | (rx_Response) &&
| (! NewPeer)
|

|

16) | (r x_Response) | |
| (rx_Response( Mai nfo) &&
| (MAexi st))) &&( NewPeer )

Tsenov, et al.

_I'nval i dRouti ngSt at e)

| |
(tg _SetStateLifetine(0))

G ST State Machi ne

Est abl i shed Downstream MRS

| Action

| I F( CheckPeer | nf 0)

tg_RecvMsg to Appl.

tx_Query
Queue NSLP data

Del ete MRS
IF (MA is used)
(Delete MA)| |

Tg_Networ kNoti fication

((Delete MY | |

(Stop using shared MA))
tg _Establish_ MA
(tx_Confirm

| tx_Data
|restart T_Inactive_QNode
|

|
| Ref resh MRS
|restart T_Inactive_QNode

IF (MA is used)
(Delete MA)| |

Install MRS
restart T Inactive Qode
I F

|
|
|
|
I
| (RespCooki e)
|

|

| nf or mat i onal

|
|
|
|
|
|
|
|
| De
I
| (Stop using shared MA)
|
|
|
|
|
|
|
| t
|
|
|

t x_Confirm RespCooki e)

Cct ober 2010
| State
P,
| Est abl i shed
| Downst r eam
| MRS
|
| Wi t
| Response
|
|
|
| I DLE
|
|
|
I
| Wi t MA
| Est abl i sh
|
|
|
| Est abl i shed
| Downst r eam
| MRS
|
| Est abl i shed
| Downst r eam
| MRS
|
| Est abl i shed
| Downst r eam

| MRS
|
| Est abl i shed

| Downst r eam

(Stop using shared MA) | MRS
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17) | rx_Response(No_ MRS | t x_Confirm RespCooki e) | Est abl i shed
| installed)|tx_Data(Qeued NSLP dat a)| Downst ream
| | |

18) | Tg_ERROR (Del ete MRS) | | DLE
| IF (MA is used) |

|
(Stop using shared MA)) |

|
|
| ((Delete MA)|]
|
| Tg_Net wor kNotification |
|

State: Wait MA Establishment

+Transition

|
(Stop using shared MA)) |
Tg_Networ kNoti fi cation |

| | Condition | Acti on | State
R I i T I
5) |tg_SendMsg | Qieue NSLP dat a | Vai t MA
| | | Est abl i sh.
| | |
8) |tg_MA error | Del ete MRS | I DLE
| | t g_MessageSt at us |
| | |
12) | tg_MA Establi shed | Install MRS | Est abl i shed
* | (tx_Confirm | Downst r eam
| | t x_Dat a( Queued NSLP dat a) | MRS
| | |
18) | Tg_ERROR | Del ete MRS | 1 DLE
| |1F (MA is used) |
| ((Delete MA)||
|
|
|
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A 2. State Transition Tables for A ST Respondi ng Node
Pl ease refer to the state machine diagramin Figure 3.
State: |IDLE
+Transition
| |Condition | Action | St ate
AV R i T R T I T I R F-- - - -
1) |rx_Query&& | t x_Response | Est abl i shed
| (! ConfirnmRequi red) | Install MRS | Upstream
| | I F(NSLPdat a) | MRS
| | tg_RecvMsg( NSLPdat a) |
I I to Appl.
2) | rx_Query&& | t x_Response | Wi t
| (ConfirnRequired) | start T _No_Confirm | Confirm
| | I F(NSLPdat a) |
| | tg_RecvMsg( NSLPdat a) |
I I to Appl.
SRy Uy o e e e e e e oo oo SR
State: WAI T CONFI RM
+Transition
| |Condition | Action | State
AV R I I I R AR I T I
3) |timeout T_No_Confirm | | 1 DLE
| | |
4) | rx_Query&& | t x_Response | Wi t
| (ConfirnmRequired) | start T_No_Confirm | Confirm
| | I F(NSLPdat a) |
| | tg_RecvMsg( NSLPdat a) |
| | Lo R
5) | rx_Confirm | Install Upstream MRS | Est abl i shed
| | | Upstream
| | |
6) |rx_Data | t x_Response(No_MRS | Vi t
| | installed)|Confirm
| | |
Tsenov, et al. I nf or mati ona

2010

[ Page 24]



RFC 5972 G ST State Machi ne Cct ober 2010

14) | (Tg_ERROR) | | (Del ete NMRS) | 1 DLE
| (Tg_MA Error) IF (MA is used) |
((Delete MA) ||

|
|
| |
| (Stop using shared MA)) |
| Tg_Net wor kNoti fication |
|

State: Established Upstream MRS

| |Condition | Action | State
V--F-- - - - - m e e e e e e e m - - - B T I T F-- e - -
7) | (rx_Query)&& | Del ete MRS | Vi t

| (ConfirnmRequired) | t x_Response | Confirm

| | start T _No_Confirm |
| | TF(MA is used) |
| |  (Delete MA)J]| |
| | (Stop using shared MA) |
| | I F( NSLPdat a) |
| | tg_RecvMsg(NSLPdat a) |
| | to Appl. |
| |
| |
|
|
|
|
|

8) | (tinmeout T_Expire_RNode)|Del ete MRS | DLE
[ 1] | t g_NetworkNotification
| (tg_SetStateLifetine(0))|IF(MA is used)
| | (Delete MA) ||
| | (Stop using shared MA)
| |
9) |tg_SendMsg | I F(! Upst r eanPeer | nf 0) | Est abl i shed
| | Queue NSLP data | Upstream
| | ELSE t x_Dat a | MRS
| | |
10) | rx_Query | I F (NewPeer) | Est abl i shed
| | Update UpstreanPeerl| nfo| Upstream
| | t x_Response | MRS
| | restart T_Expire_RNode |
| | |
11) | rx_Quer y( MAI nf 0) && | Del ete UpstreanPeerinfo |Established
| (! ConfirnmRequi red) | restart T_Expire_RNode | Upstream
| | t x_Response( MAI nf 0) | MRS
| |

Tsenov, et al. I nf or mati onal [ Page 25]



RFC 5972 G ST State Machi ne Cct ober 2010

12) | rx_Data | F( Upst r eanPeer | nf 0) | Est abl i shed
| (tg _RecvMsg to Appl.)| Upstream
| &&(restart _T Expire_ | MRS
I RNode) |
| ELSE |
| tx_Error(No_MRS |
| i nstalled)|
I I
13) | rx_Confirm nstall UpstreanPeerlnfo | Established

— —

| x_Dat a(queued_NSLP_dat a) | Upstream

I | MRS

| |
14) | (T9_ERROR) | | (Del ete MRS) | | DLE

| (Tg_MA Error) |F (MA is used) |

I ((Delete MY | I

| (Stop using shared MA)) |

I Tg_NetworkNotification |

| |
e S S
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