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1

| ntroducti on

In early 1996, the | AB published a short RFC entitled "Renumnbering
Needs Wor k" [RFC1900], which the reader is urged to review before
continuing. Alnpbst ten years later, the | ETF published "Procedures
for Renunbering an I Pv6 Network without a Flag Day" [RFC4192]. A few
ot her RFCs have touched on router or host renunbering: [RFC1916],

[ RFC2071], [ RFC2072], [RFC2874], [RFC2894], and [ RFC4076].

In fact, since 1996, a nunmber of individual mechani sns have becomne
available to sinplify some aspects of renunbering. The Dynam c Host
Configuration Protocol (DHCP) is available for IPv4 [RFC2131] and

| Pv6 [ RFC3315]. |Pv6 includes Statel ess Address Autoconfiguration
(SLAAC) [RFC4862], and this includes Router Advertisenents (RAs) that
i nclude options listing the set of active prefixes on a link. The
Poi nt -t o- Poi nt Protocol (PPP) [RFC1661] al so allows for automated
address assignment for both versions of I|P.

Despite these efforts, renunbering, especially for nediumto |arge
sites and networks, is widely viewed as an expensive, painful, and
error-prone process, and is therefore avoided by network nmanagers as
much as possible. Sone would argue that the very design of IP
addressing and routing nmakes automatic renunbering intrinsically

i npossible. 1In fact, managers have an econom ¢ incentive to avoid
havi ng to renunber, and many have resorted to private addressi ng and
Net wor k Address Transl ation (NAT) as a result. This has the highly
unfortunate consequence that any mechani sms for nanagi ng the scaling
probl ems of wi de-area (BGP4) routing that require occasional or
frequent site renunbering have been consistently dism ssed as
unacceptable. But none of this nmeans that we can duck the problem
because as expl ai ned bel ow, renunbering is sonetinmes unavoi dabl e.
Thi s docunent ainms to explore the issues behind this probl em
statenment, especially with a viewto identifying the gaps and known
operational issues.

It is worth noting that for a very large class of users, renunbering
is not in fact a problem of any significance. A donmestic or snall

of fice user whose device operates purely as a client or peer-to-peer
node is in practice renunbered at every restart (even if the address
assigned is often the same). A user who roanms widely with a | aptop
or pocket device is also renunbered frequently. Such users are not
concerned with the survival of very long-term application sessions
and are in practice indifferent to renunbering. Thus, this docunent
is mainly concerned with issues affecting nediumto |arge sites.
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There are nunmerous reasons why such sites mght need to renunber in a
pl anned fashi on, including:

0 Change of service provider, or addition of a new service provider
when provi der-independent addressing is not an option

o A service provider itself has to renunber.
o Change of site topology (i.e., subnet reorganisation).

o Merger of two site networks into one, or split of one network into
two or nore parts.

o During IPv6 depl oynent, change of |Pv6 access nethod (e.g., from
tunneled to native).

The npst demandi ng case woul d be unpl anned automatic renumnbering,
presunably initiated by a site border router, for reasons connected
with wide-area routing. There is already a degree of autonatic
renunbering for sone hosts, e.g., IPv6 "privacy" addresses [RFC4941].

It is certainly to be expected that as the pressure on | Pv4 address
space intensifies in the next few years, there will be many attenpts
to consolidate usage of addresses so as to avoi d wastage, as part of
the "end gane" for |Pv4, which necessarily requires renunbering of
the sites involved. However, strategically, it is nore inmportant to
i mpl ement and depl oy techni ques for |1 Pv6 renumbering, so that as |Pv6
becomes universally depl oyed, renunbering becomes viewed as a
relatively routine event. |In particular, sone nechani sns being
considered to allow indefinite scaling of the wi de-area routing
system m ght assune site renunbering to be a straightforward matter.

There is work in progress that, if successful, would elimnate sone
of the notivations for renunmbering. |In particular, sone types of
solutions to the problem of scalable routing for multihoned sites
would likely elimnate both multihom ng and switching to another |SP
as reasons for site renunbering.

Several proposed identifier/locator split schenes provide good

exanpl es, including at least ldentifier Locator Network Protoco
[ILNP], Locator/ID Separation Protocol [LISP], and Six/One [ S| X- ONE]
(in al phabetical order). The recent discussion about |IPv6 Network
Address Translation (I Pv6 NAT) provides a separate exanpl e [ NAT66].
Wil e renmmi ning highly contentious, this approach, coupled with

uni que | ocal addresses or a provider-independent address prefix,
woul d appear to elininate sonme reasons for renunbering in | Pv6.
However, even if successful, such solutions will not elimnate all of
the reasons for renunbering. This docunent does not take any
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2.

2.

position about devel opment or depl oynent of protocols or technol ogies
that woul d nake | ong-termrenunbering unnecessary, but rather deals
with practical cases where partial or conplete renunbering is
necessary in today’'s Internet.

| P addresses do not have a built-in lifetime. Even when an address
is leased for a finite time by DHCP or SLAAC, or when it is derived
froma DNS record with a finite tine to live (TTL) value, this
information is unavailable to applications once the address has been
passed to an upper |ayer by the socket interface. Thus, a
renunmbering event is alnost certain to be an unpredictable surprise
fromthe point of view of any application software using the address.
Many of the issues |listed below derive fromthis fact.

Exi sting Host-Rel ated Mechani sns
1. DHCP

At a high level, DHCP [ RFC2131] [RFC3315] offers simlar support for
renunmbering for both versions of IP. A host requests an address when
it starts up, the request night be delivered to a | ocal DHCP server
or via arelay to a central server, and if all local policy

requi renents are nmet, the server will provide an address with an
associated lifetine, and various other network-Iayer parameters (in
particul ar, the subnet nask and the default router address).

From an operational viewpoint, the interesting aspect is the |oca
policy. Some sites require pre-registration of MAC (Medi a Access
Control) addresses as a security neasure, while other sites permt
any MAC address to obtain an IP address. Simlarly, sonme sites use
DHCP to provide the sanme |P address to a given MAC address each tine
(this is sonetines called "Static DHCP'), while other sites do not
(this is sometines called "Dynanic DHCP'), and yet other sites use a
conbi nati on of these two nodes where sonme devices (e.g., servers,

Voi ce over |IP (VolP) handsets) have a relatively static |IP address
that is provisioned via DHCP while other devices (e.g., portable
conputers) have a different |IP address each tine they connect to the
network. As an exanple, many universities in the United States and
United Kingdomrequire MAC address registration of faculty, staff,
and student devices (including handheld computers with wrel ess
connecti ons).

These policy choices interact strongly with whether the site has what
m ght be called "strong" or "weak" asset nmanagenent. At the strong
extreme, a site has a conpl ete database of all equiprment allowed to
be connected, certainly containing the MAC address(es) for each host,
as well as other administrative information of various kinds. Such a
dat abase can be used to generate configuration files for DHCP, DNS
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and any access control nechanisns that might be in use. For exanple,
only certain MAC addresses might be allowed to get an I P address on
certain subnets. At the weak extrene, a site has no asset
management, any MAC address may get a first-come first-served IP
address on any subnet, and there is no network-|ayer access control

The | EEE 802. 1X standard [ | EEE. 802- 1X] [| EEE. 802- 1X- REV] specifies a
connection nechanismfor wired/wireless Ethernet that is often

conbi ned with DHCP and ot her mechanisnms to form in effect, a network
login. Using such a network login, the user of a device newy
connecting to the network must provide both identity and

aut hentication before being granted access to the network. As part
of this process, the network control point will often configure the
poi nt of network connection for that specific user with a range of
paranmeters -- such as Virtual LAN (VLAN), Access Control Lists
(ACLs), and Quality-of-Service (QS) profiles. Oher fornms of
network login also exist, often using an initial web page for user
identification and authentication. The latter approach is comonly
used in hotels or cafes.

In principle, a site that uses DHCP can renunber its hosts by
reconfiguring DHCP for the new address range. The issues with this
are di scussed bel ow.

2.2. | Pve Statel ess Address Autoconfiguration

SLAAC, al though updated recently [ RFC4862], was designed prior to
DHCPv6 and was intended for networks where unattended automatic
configuration was preferred. |Ignoring the case of an isol ated
network with no router, which will use |ink-Iocal addresses
indefinitely, SLAAC follows a bootstrap process. Each host first
gives itself a link-local address, and then needs to receive a |link-
local multicast Router Advertisement (RA) [RFC4861] that tells it the
rout eabl e subnet prefix and the address(es) of the default router(s).
A node may either wait for the next regular RA or solicit one by
sending a link-1ocal multicast Router Solicitation. Knowing the |ink
prefix fromthe RA the node may now configure its own address.

There are various nmethods for this, of which the basic one is to
construct a unique 64-bit identifier fromthe interface’s MAC

addr ess.

We will not describe here the I Pv6 processes for Duplicate Address
Det ecti on (DAD), Nei ghbour Discovery (ND), and Nei ghbour
Unreachability Discovery (NUD). Suffice it to say that they work,
once the initial address assignhnment based on the RA has taken place.
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The contents of the RA nessage are clearly critical to this process
and its use during renunbering. An RA can indicate nore than one
prefix, and nore than one router can send RAs on the sanme |ink. For
each prefix, the RAindicates two lifetimes: "preferred' and "valid".
Addresses derived fromthis prefix must inherit its lifetinmes. Wen
the valid lifetine expires, the prefix is dead and the derived
address nust not be used any nore. Wen the preferred lifetine is
expired (or set to zero) the prefix is deprecated, and nmust not be
used for any new sessions. Thus, setting a preferred lifetine that

is zero or finite is SLAAC s warning that renumbering will occur
SLAAC assunes that the new prefix will be advertised in parallel wth
the deprecated one, so that new sessions w |l use addresses

configured under the new prefix.
2.3. |1 Pve ND Router/Prefix Advertisements

Wth IPv6, a Router Advertisenent not only advertises the
availability of an upstreamrouter, but also advertises routing
prefix(es) valid on that link (subnetwork). Also, the IPv6 RA
nessage contains a flag indicating whether or not the host should use
DHCPv6 to configure. |If that flag indicates that the host should use
DHCPv6, then the host is not supposed to autoconfigure itself as
outlined in Section 2.2. However, there are some issues in this
area, described in Section 5.1.1.

In an environnent where a site has nore than one upstreamlink to the
outside world, the site might have nore than one valid routing
prefix. In such cases, typically all valid routing prefixes within a
site will have the same prefix length. Also, in such cases, it nght
be desirable for hosts that obtain their addresses using DHCPv6 to

| earn about the availability of upstream|links dynamcally, by
deduci ng from periodic I Pv6 RA nessages which routing prefixes are
currently valid. This application seens possible within the |Pv6

Nei ghbour Di scovery architecture, but does not appear to be clearly
speci fied anywhere. So, at present, this approach for hosts to learn
about availability of new upstreamlinks or |oss of prior upstream
links is unlikely to work with currently shipping hosts or routers.

2.4. PPP

"The Point-to-Point Protocol (PPP)" [RFC1661] includes support for a
Net wor k Control Protocol (NCP) for both |IPv4 and | Pv6

For 1Pv4, the NCP is known as | PCP [ RFC1332] and allows explicit
negoti ation of an I P address for each end. PPP endpoints acquire
(during I PCP negotiation) both their own address and the address of
their peer, which may be assuned to be the default router if no
routing protocol is operating. Renunbering events arise when | PCP
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negotiation is restarted on an existing |ink, when the PPP connection
is termnated and restarted, or when the point-to-point nediumis
reconnected. Peers may propose either the local or renote address or
require the other peer to do so. Negotiation is conplete when both
peers are in agreenent. In practice, if no routing protocol is used,
as in a subscriber/provider environnent, then the provider proposes
bot h addresses and requires the subscriber either to accept the
connection or to abort. Effectively, the subscriber device is
renunbered each tinme it connects for a new session

For 1 Pv6, the NCP is I P6CP [ RFC5072] and is used to configure an
interface identifier for each end, after which |ink-local addresses
nmay be created in the normal way. |n practice, each side can propose
its own identifier and renegotiation is only necessary when there is
a collision, or when a provider wi shes to force a subscriber to use a
specific interface identifier. Once link-local addresses are
assigned and I P6CP is conplete, automatic assignnent of gl obal scope
addresses is performed by the same nethods as with nmultipoint |inks,
i.e., either SLAAC or DHCPv6. Again, in a subscriber/provider
environnent, this allows renunbering per PPP session.

2.5. DNS Configuration

A site nmust provide DNS records for sone or all of its hosts, and of
course these DNS records nust be updated when hosts are renunbered.
Most sites will achieve this by maintaining a DNS zone file (or a

dat abase fromwhich it can be generated) and loading this file into
the site’s DNS server(s) whenever it is updated. As a renumnbering
tool, this is clumsy but effective. Cearly perfect synchronisation
bet ween the renunbering of the host and the updating of its A or AAAA
record is inpossible. An alternative is to use Secure Dynam c DNS
Update [ RFC3007], in which a host inforns its own DNS server when it
receives a new address.

There are w despread reports that the freely avail able BI ND DNS
software (which is what nost UNI X hosts use), Mcrosoft Wndows (XP
and later), and Mac OGS X all include support for Secure Dynam c DNS
Update. So do nmany hone gateways. Further, there are credible
reports that these inplenmentations are interoperabl e when configured
properly ([ DNSBOOK] p. 228 and p. 506).

Commonl y used commerci al DNS and DHCP servers (e.g., Wndows Server)
often are depl oyed with Secure Dynam ¢ DNS Update al so enabled. In
some cases, nerely enabling both the DNS server and the DHCP server
m ght enabl e Secure Dynami c DNS Update as an autonmatic side effect
([ DNSBOOK] p. 506). So in some cases, sites mght have depl oyed
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2.

3.

3.

Secure Dynamic DNS Update already, without realising it. An
addi ti onal enhancenment woul d be for DHCP clients to inplenent support
for the "Client FQDN' option (Option 81).

Si nce address changes are usually communicated to other sites via the
DNS, the latter’'s security is essential for secure renunbering. The
Internet security comunity believes that the current DNS Security
(DNSsec) and Secure Dynamic DNS Update specifications are
sufficiently secure and has been encouragi ng DNSsec depl oynent

([ RFC3007] [ RFC4033] [ RFC4034] [ RFC4035]).

As of this witing, there appears to be significantly nore nonmentum
towards rapid depl oynent of DNS Security standards in the gl oba
public Internet than previously. Several country-code Top-Leve
Donmai ns (ccTLDs) have al ready depl oyed signed TLD root zones (e.g.
Sweden’s .SE). Several other TLDs are working to deploy signed TLD
root zones by published near-term deadlines (e.g., .GOV, .ML). In
fact, it is reported that . GOV has been signed operationally since
early February 2009. It appears likely that the DNS-wi de root zone
will be signed in the very near future. See, for exanple,
<http://ww. dnssec- depl oynent. org/ > and
<http://ww. ntia.doc. gov/ DNS/ DNSSEC. ht m >.

6. Dynamic Service Discovery

The need for hosts to contain pre-configured addresses for servers
can be reduced by depl oying the Service Location Protocol (SLP). For
some common services, such as network printing, SLP can therefore be
an inportant tool for facilitating site renunbering. See [RFC2608],
[ RFC2610], [RFC3059], [RFC3224], [RFC3421], and [ RFC3832].

Mul ticast DNS (nDNS) and DNS Service Discovery are already widely
depl oyed in BSD, Linux, Mac OS X, UNI X, and W ndows systens, and are
al so widely used for both link-Iocal name resolution and for DNS-
based dynam c service discovery [MDNS] [DNSSD]. In nany
environnents, the conbination of nDNS and DNS Servi ce Di scovery
(e.g., using SRV records [ RFC3958]) can be inportant tools for
reduci ng dependency on confi gured addresses.

Exi sting Router-Rel ated Mechani sns
1. Router Renunbering
Al t hough DHCP was originally conceived for host configuration, it can

al so be used for some aspects of router configuration. The DHCPv6
Prefix Del egati on options [ RFC3633] are intended for this. For
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exanpl e, DHCPv6 can be used by an ISP to del egate or withdraw a
prefix for a custoner’s router, and this can be cascaded throughout a
site to achieve router renunbering.

An | CMPv6 extension to allow router renunbering for IPv6 is specified
in [ RFC2894], but there appears to be little experience with it. It
is not nentioned as a useful mechani sm by [RFC4192].

[ RFC4191] extends |Pv6 router advertisenents to convey default router
preferences and nore-specific routes fromrouters to hosts. This
could be used as an additional tool to convey information during
renunbering, but does not appear to be used in practice.

[CPE] requires that a customer prenises router use DHCPv6 to obtain
an address prefix fromits upstream | SP and use | Pv6 RA nessages to
establish a default I Pv6 route (when IPv6 is in use).

4. Existing Milti-Addressi ng Mechanismfor |Pv6

| Pv6 was designed to support nultiple addresses per interface and

mul tiple prefixes per subnet. As described in [RFC4192], this all ows
for a phased approach to renunbering (adding the new prefix and
addresses before renmoving the ol d ones).

As an additional result of the nulti-addressing nmechanism a site

m ght choose to use Uni que Local Addressing (ULA) [RFC4193] for al
on-site comunication, or at least for all conmmunication with on-site
servers, while using globally routeable | Pv6 addresses for all off-
site comruni cations. It would also be possible to use ULAs for al
on-site network managenent purposes, by assigning ULAs to al
devices. This would rmake these on-site activities immne to
renunmbering of the prefix(es) used for off-site comrunication
Finally, ULAs can be safely shared with peer sites with which there
is a VPN connection, which cannot be done with anbi guous |Pv4
addresses [ RFC1918]; such VPNs woul d not be affected by renunbering.

The 1 Pv6 nodel al so includes "privacy" addresses that are constructed
with pseudo-randominterface identifiers to conceal actual MAC
addresses [ RFC4941]. This neans that | Pv6 stacks and client
applications already need to be agile enough to handle frequent IP

address changes (e.g., in the privacy address), since in a privacy-
sensitive environnent the address lifetine likely will be rather
short.
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5.

5.

5.

Qperational |ssues with Renunbering Today

For 1 Pv6, a useful description of practical aspects was drafted in
[THINK], as a conplenment to [RFC4192]. As indicated there, a prinmary
requirenment is to mnimse the disruption caused by renumnbering.

This applies at two levels: disruption to site operations in genera
and disruption to individual application sessions in progress at the

nmoment of renunbering. In the IPv6 case, the intrinsic ability to
overl ap use of the old and new prefixes greatly mitigates disruption
to ongoi ng sessions, as explained in [ RFC4192]. This approach is in

practice excluded for |1Pv4, |largely because | Pv4 | acks a Statel ess
Addr ess Autoconfiguration (SLAAC) nechani sm

1. Host-Related |ssues
1.1. Network-Layer I|ssues

For I Pv4, the vast mpjority of client systens (PCs, workstations, and
handhel d conputers) today use DHCP to obtain their addresses and

ot her network-|ayer paraneters. DHCP provides for lifetines after
whi ch the address | ease expires. So it should be possible to devise
an operational procedure in which | ease expiry coincides with the

nmonent of renunbering (within some margin of error). In the sinplest
case, the network adm nistrator just |lowers all DHCP address |ease
lifetimes to a very short value (e.g., a fewmnutes). It does this

| ong enough before a site-w de change that each node will
automatically pick up its new I P address within a few ninutes of the
renunbering event. In this case, it would be the DHCP server itself
that automatically acconplishes client renunbering, although this
woul d cause a peak of DHCP traffic and therefore would not be

i nstant aneous. DHCPv6 coul d acconplish a simlar result.

The FORCERENEW extension is defined for DHCP for |Pv4 [ RFC3203].
This is specifically unicast-only; a DHCP client must discard a
mul ti cast FORCERENEW This coul d neverthel ess be used to trigger the

renunbering process, with the DHCP server cycling through all its
clients issuing a FORCERENEWto each one. DHCPv6 has a simlar
feature, i.e., a unicast RECONFI GURE nessage, that can be sent to

each host to informit to check its DHCPv6 server for an update.
These two features do not appear to be w dely used for bul k
renunberi ng purposes.

Procedures for using a DHCP approach to site renunbering will be very
di fferent depending on whether the site uses strong or weak asset
management. Wth strong asset nanagenent, and careful operationa

pl anni ng, the subnet addresses and masks will be updated in the

dat abase, and a script will be run to regenerate the DHCP MAC-to-1P
address tables and the DNS zone file. DHCP and DNS tiners will be
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set tenporarily to small values. The DHCP and DNS servers wll be
fed the new files, and as soon as the previous DHCP | eases and DNS
TTLs expire, everything will follow automatically, as far as the host
| P layer is concerned. In contrast, with weak asset nanagement, and
a casual operational approach, the DHCP table will be reconfigured by
hand, the DNS zone file will be edited by hand, and when these
configurations are installed, there will be a period of confusion
until the old |l eases and TTLs expire. The DHCP FORCERENEW or

RECONFI GURE nessages could shorten this confusion to sone extent.

DHCP, particularly for IPv4, has acquired a very |arge nunber of

addi tional capabilities, with approximately 170 options defined at
the time of this witing. Although nost of these do not carry IP
address information, sone do (for exanple, options 68 through 76 al
carry various |P addresses). Thus, renunbering mechani snms invol ving
DHCP have to take into account nore than the basic DHCP job of

| easi ng an address to each host.

SLAAC is nuch | ess overloaded with options than DHCP;, in fact, its
only extraneous capability is the ability to convey a DNS server
address. Using SLAAC to force all hosts on a site to renunber is
therefore |l ess complex than DHCP, and the difference between strong
and weak asset nmanagement is |ess marked. The principle of
synchroni sing the SLAAC and DNS updates, and of reducing the SLAAC
| ease tinme and DNS TTL, does not change.

We should note a currently unresolved anbiguity in the interaction
bet ween DHCPv6 and SLAAC fromthe host’s point of view. RA nessages
i nclude a ' Managed Configuration’ flag known as the Mbit, which is
supposed to indicate that DHCPv6 is in use. However, it is
unspeci fi ed whether hosts nust interpret this flag rigidly (i.e., my
or nmust only start DHCPv6 if it is set, or if no RAs are received) or
whet her hosts are allowed or are reconmended to start DHCPv6 by
default. An added conplexity is that DHCPv6 has a 'statel ess’ node

[ RFC3736] in which SLAAC is used to obtain an address, but DHCPv6 is
used to obtain other paraneters. Another flag in RA nessages, the
"Qther configuration’ or Obit, indicates this.

Until this ambi guous behaviour is clearly resolved by the |ETF,
operational problenms are to be expected, since different host
operating systens have taken different approaches. This makes it
difficult for a site network manager to configure systens in such a
way that all hosts boot in a consistent way. Hosts will start SLAAC,
if so directed by appropriately configured RA nessages. However, if
one operating systemal so starts a DHCPv6 client by default, and

anot her one starts it only when it receives the Mbit, systematic
address managenent is inpeded.
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Al'so, it should be noted that on an isolated LAN, neither RA nor
DHCPv6 responses will be received, and the host will remain with only
its self-assigned |ink-local address. One could also have a
situation where a multihonmed network uses SLAAC for one address
prefix and DHCPv6 for another, which would clearly create a risk of

i nconsi stent host behavi our and operational confusion

Nei t her the SLAAC approach nor DHCP without pre-registered MAC
addresses will work reliably in all cases of systems that are
assigned fixed | P addresses for practical reasons. O course, even
systenms with static addressing can be configured to use DHCP to
obtain their I P address(es). Such use of "Static DHCP" usually will
ease site renunbering when it does becone necessary. However, in

ot her cases, mmnual or script-driven procedures, likely to be site-
specific and definitely prone to human error, are needed. If a site
has even one host with a fixed, manually configured address,

conpl etely automatic host renunbering is very likely to be

i mpossi bl e.

The above assunes the use of typical off-the-shelf hardware and
software. There are other environnents, often referred to as
enbedded systems, where DHCP or SLAAC mi ght not be used and even
configuration scripts mght not be an option; for exanple, fixed IP
addresses m ght be stored in read-only nmenory, or even set up using
Dual In-Line Package (DI P) switches. Such systens create specia
probl ens that no general - purpose solution is likely to address.

5.1.2. Transport-Layer |ssues

TCP connections and UDP flows are rigidly bound to a given pair of IP
addresses. These are included in the checksum cal cul ation, and there
is no provision at present for the endpoint |IP addresses to change.

It is therefore fundanentally inpossible for the flows to survive a
renunmbering event at either end. From an operational viewpoint, this
means that a site that plans to renunber itself is obliged either to
foll ow the overl apped procedure described in [ RFC4192] or to announce
a site-wi de outage for the renunbering process, during which all user
sessions will fail. |In the case of |Pv4, overlapping of the old and
new addresses is unlikely to be an option, and in any case is not
commonl y supported by software. Therefore, absent enhancenents to
TCP and UDP to enabl e dynam c endpoi nt address changes (for exanple,

[ HANDLEY] ), interruptions to TCP and UDP sessions seeminevitable if
renunmbering occurs at either session endpoint. The sane appears to
be true of Datagram Congesti on Control Protocol (DCCP) [RFC4340].
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In contrast, Stream Control Transm ssion Protocol (SCTP) already
supports dynamc nulti hom ng of session endpoints, so SCTP sessions
ought not be adversely inpacted by renunbering the SCTP session
endpoi nts [ RFC4960] [ RFC5061].

51. 3. DNS | ssues

The main issue is whether the site in question has a systematic
procedure for updating its DNS configuration. |If it does, updating
the DNS for a renunbering event is essentially a clerical issue that
must be coordinated as part of a conplete plan, including both
forward and reverse mapping. As nentioned in [RFC4192], the DNS TTL
wi Il be manipulated to ensure that stal e addresses are not cached.
However, if the site uses a weak asset nanagenent nodel in which DNS
updates are made manual ly on denand, there will be a substantia
peri od of confusion and errors will be nade.

There are anecdotal reports that many snmall user sites do not even
mai ntain their own DNS configuration, despite running their own web
and email servers. They point to their |ISP's resolver, request the
ISP to install DNS entries for their servers, but operate internally
mai nly by I P address. Thus, renunbering for such sites will require
adm ni strative coordination between the site and its ISP(s), unless
the DNS servers in use have Secure Dynami ¢ DNS Update enabled. Sone
conmercial DNS service firnms include Secure Dynam ¢ DNS Update as
part of their DNS service offering.

It should be noted that DNS entries commonly have nmatching Reverse
DNS entries. Wen a site renunbers, these reverse entries will also
need to be updated. Depending on a site’'s operational arrangenents
for DNS support, it might or might not be possible to conbine forward
and reverse DNS updates in a single procedure.

5.1.4. Application-Layer |ssues

Ideally, we would carry out a renunbering analysis for each
application protocol. To sone extent, this has been done, in
[RFC3795]. This found that 34 out of 257 Standards-Track or
Experimental application-layer RFCs had explicit address
dependenci es. Al though this study was made in the context of IPv4d to
IPv6 transition, it is clear that all these protocols mght be
sensitive to renunbering. However, the situation is worse, in that
there is no way to discover by anal yzi ng specificati ons whether an
actual inplementation is sensitive to renunbering. |ndeed, such
anal ysis mght be quite inpossible in the case of proprietary
applications.
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The sensitivity depends on whether the inplenentation stores IP
addresses in such a way that it mght refer back to themlater,

wi thout allowing for the fact that they might no longer be valid. In
general, we can assert that any inplenmentation is at risk from
renumbering if it does not check that an address is valid each tine
it opens a new comunications session. This could be done, for
exanpl e, by knowi ng and respecting the relevant DNS TTL, or by
resolving relevant Fully-Qualified Domain Nanes (FQDNs) again. A
common experience is that even when FQDNs are stored in configuration
files, they are resolved only once, when the application starts, and
they are cached indefinitely thereafter. This is insufficient. O
course, this does not apply to all application software; for exanple,
several well-known web browsers have short default cache lifetinmes.

There are even nore egregi ous breaches of this principle, for
exanpl e, software |icense systens that depend on the |icensed host
conputer having a particular I P address. Oher exanples are the use
of literal IP addresses in URLs, HITP cookies, or application proxy
configurations. (Al so see Appendix A)

In contrast, there are also many application suites that actively
deal with connectivity failures by retrying with alternative
addresses or by repeating DNS | ookups. This places a considerable
burden of conplexity on application devel opers.

It should be noted that applications are in effect encouraged to be
aware of and to store |IP addresses by the very nature of the socket
APl calls gethostbynane() and getaddrinfo(). It is highly
unfortunate that many applications use APIs that require the
application to see and use | ower-|ayer objects, such as network-I|ayer
addresses. However, the BSD Sockets APl was desi gned and depl oyed
bef ore the Donain Nanme System (DNS) was created, so there were few
good options at the tine. This issue is nade worse by the fact that
these functions do not return an address lifetine, so that
applications have no way to know when an address is no |onger valid.
The extension of the sane nodel to cover |IPv6 has conplicated this
probl em sonewhat. An application using the socket APl is obliged to
contain explicit logic if it wishes to benefit fromthe availability
of multiple addresses for a given renmote host. |f a progranm ng
nodel were adopted in which only FQDNs were exposed to applications,
and addresses were cached with appropriate lifetimes within the API,
nost of these problens would disappear. It should be noted that at

| east the first part of this is already available for sone
progranmm ng environments. A conmon exanple is Java, where only FQDNs
need to be handl ed by application code in normal circunstances, and
no additional application logic is needed to deal with nultiple
addresses, which are handled by the run-time system This is highly
beneficial for progranmmers who are not networking experts, and
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i nsul ates applications software from many aspects of renunbering. It
woul d be hel pful to have simlarly abstract, DNS-oriented, Networking
APl's openly specified and wi dely available for C and C++.

Sone web browsers intentionally violate the DNS TTL with a techni que
called "DNS Pinning." DNS Pinning limts acceptance of server |IP
address changes, due to a JavaScript issue where repeated address
changes can be used to induce a browser to scan the inside of a
firewal l ed network and report the results to an outside attacker

Pi nning can persist as long as the browser is running, in extrene
cases perhaps nmonths at a tine. Thus, we can see that security
consi derations nay directly damage the ability of applications to
deal with renunbering.

Server applications mght need to be restarted when the host they
contain is renunbered, to ensure that they are listening on a port
and socket bound to the new address. In an IPv6 nulti-addressed
host, server applications need to be able to listen on nore than one
address simultaneously, in order to cover an overlap during
renunmbering. Not all server applications are witten to do this, and
a name- based APl as just nentioned would have to provide for this
case invisibly to the server code.

As noted in Section 2.6, the Service Location Protocol (SLP), and

nmul ticast DNS with SRV records for service discovery, have been

avail abl e for some years. For exanple, many printers deployed in
recent years automatically advertise thenmselves to potential clients
via SLP. Many nodern client operating systems automatically
participate in SLP without requiring users to enable it. These tools
appear not to be widely known, although they can be used to reduce
the nunber of places that | P addresses need to be configured.

5.2. Router-Related |ssues

[ RFC2072] gives a detailed review of the operational realities in
1997. A nunber of the issues discussed in that docunent were the
result of the relatively recent adoption of classless addressing;
those issues can be assuned to have vani shed by now. Al so, DHCP was
a relative newconmer at that tinme, and can now be assuned to be
general |y available. Above all, the docunent underlines that
systematic planning and adm nistrative preparation are needed, and
that all fornms of configuration file and script nust be reviewed and
updated. Cearly this includes filtering and routing rules (e.g.
when peering with BGP, but also with intradonain routing as well).
Two particular issues nentioned in [ RFC2072] are:

0 Sone routers cache | P addresses in sone situations. So routers
m ght need to be restarted as a result of site renunbering.
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0o Addresses might be used by configured tunnels, including VPN
tunnel s, although at l|east the Internet Key Exchange (| KE)
supports the use of Fully-Qualified Domain Nanes i nstead.

On the latter point, the capability to use FQDNs as endpoi nt names in
| Psec VPNs is not new and is standard (see [ RFC2407], Section 4.6.2.3
and [ RFC4306], Section 3.5). This capability is present in nost

| Psec VPN inplenmentations. There does seemto be an "educational" or
"awar eness" issue that many systeninetwork administrators do not
realise that it is there and works well as a way to avoi d manua

nodi fication during renunbering. (O course, even in this case, a
VPN may need to be reconnected after a renunbering event, but nost
products appear to handle this automatically.)

In IPv6, if a site wanted to be nultihomed using multiple provider-
aggregated (PA) routing prefixes with one prefix per upstream
provider, then the interior routers would need a nechanismto | earn
whi ch upstream providers and prefixes were currently reachable (and
valid). In this case, their Router Advertisenent nessages could be
updated dynamically to only advertise currently valid routing
prefixes to hosts. This would be significantly nore conplicated if
the various provider prefixes were of different lengths or if the
site had non-uniform subnet prefix |engths.

5.3. Oher |ssues
5.3.1. NAT State |ssues

VWhen a renunbering event takes place, entries in the state table of
any Network Address Transl ator that happen to contain the affected

addresses will becone invalid and will eventually tinme out. Since
TCP and UDP sessions are unlikely to survive renunberi ng anyway, the
hosts involved will not be additionally affected. The situation is

nore conplex for multihomed SCTP [ SCTPNAT], dependi ng on whet her a
single or multiple NATs are invol ved.

A NAT itself m ght be renunbered and ni ght need a configuration
change during a renumbering event. One of the authors has a NAT-
enabl ed hone gateway that obtains its exterior address fromthe
residential Internet service provider by acting as a DHCP client.
That depl oynent has not suffered operational problens when the |SP
uses DHCP to renunmber the gateway’s exterior |IP address. A critica
part of that success has been configuring | KE on the honme gateway to
use a "mail box name" for the user’s identity type (rather than using
the exterior |IP address of the honme gateway) when creating or
managi ng the I P Security Associations.
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5.3.2. Mobility Issues

A mobil e node using Mbile IP that is not currently in its hone
network will be adversely affected if either its current care-of
address or its hone address is renunbered. For IPv6, if the care-of
address changes, this will be exactly |ike noving fromone foreign
network to another, and Mobile IP will re-bind with its home agent in
the normal way. |If its hone address changes unexpectedly, it can be
i nforned of the new global routing prefix used at the hone site
through the Mbile Prefix Solicitation and Mbile Prefix
Advertisement | CVPv6 nessages [RFC3775]. The situation is nore
tricky if the nobile node is detached at the tinme of the renunbering
event, since it will no longer know a valid subnet anycast address
for its home agent, leaving it to deduce a valid address on the basis
of DNS i nformation.

In contrast to Mobile 1 Pv6, Mbile I Pv4 does not support prefix
solicitation and prefix advertisenment nmessages, limting its
renunbering capability to well-schedul ed renunbering events when the
nobil e node is connected to its honme agent and nmanaged by the hone
networ k admi ni stration. Unexpected home network renunbering events
when the mobile node is away fromits hone network and not connected
to the home agent are supported only if a relevant Authentication
Aut hori sation, and Accounting (AAA) systemis able to allocate

dynam cally a hone address and hone agent for the nobile node.

5.3.3. Milticast |ssues

As discussed in [THINK], IPv6 multicast can be used to hel p rather
than hi nder renunbering, for exanple, by using nulticast as a

di scovery protocol (as in |IPv6 Neighbour Discovery). On the other
hand, the enbeddi ng of | Pv6 unicast addresses into multicast
addresses specified in [ RFC3306] and the enbedded- RP (Rendezvous
Point) in [ RFC3956] will cause issues when renunbering.

For both IPv4 and | Pv6, changing the unicast source address of a

nmul ticast sender mght also be an issue for receivers, especially for
Source-Specific Miulticast (SSM. Applications need to | earn the new
source addresses and new nulticast trees need to be built

For 1 Pv4 or IPv6 with Any-Source Miulticast (ASM, renunbering can be
easy. |If sources are renunbered, fromthe routing perspective,
things behave just as if there are new sources within the sane

mul ticast group. There may be application issues though. Changing
the RP address is easy when using Bootstrap Router (BSR) [ RFC5059]
for dynam c RP discovery. BSRis widely used, but it is also common
to use static config of RP addresses on routers. In that case,
router configurations nust be updated too.
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If any multicast ACLs are configured, they raise the sane issue as
uni cast ACLs mentioned el sewhere.

5.3.4. Managenent |ssues

Today, static |P addresses are routinely enbedded i n nunerous
configuration files and network managenent databases, including MB

nodules. ldeally, all of these would be generated froma single
central asset managenent database for a given site, but this is far
from bei ng universal practice. 1t should be noted that for I|Pv6,

where nmultiple routing prefixes per interface and nultiple addresses
per interface are standard practice, the database and the
configuration files will need to allow for this (rather than for a
singl e address per host, as is normal practice for |Pv4).

Furthernore, because of routing policies and VPNs, a site or network
m ght well enbed addresses fromother sites or networks in its own
configuration data. (It is preferable to enbed FQDNs instead, of
course, whenever possible.) Thus, renunbering will cause a ripple
effect of updates for a site and for its neighbours. To the extent
that these updates are manual, they will be costly and prone to
error. Synchronising updates between independent sites can cause
unpredi ct abl e del ays. Note that Section 4 suggests that |Pv6 ULAs
can mtigate this problem but of course only for VPNs and routes
that are suitable for ULAs rather than globally routeabl e addresses.
The majority of external addresses to be configured will not be ULAs.

See Appendix A for an extended |list of possible static or enbedded
addr esses.

Sone address configuration data are relatively easy to find (for
exanple, site firewall rules, ACLs in site border routers, and DNS).
QO hers mght be widely dispersed and nmuch harder to find (for
exanpl e, configurations for building routers, printer addresses
configured by individual users, and personal firewal
configurations). Sone of these will inevitably be found only after
the renunbering event, when the users concerned encounter a problem

The overl apped nodel for IPv6 renunbering, with old and new addresses
valid sinultaneously, means that planned database and configuration
file updates will proceed in two stages -- add the new i nformation
sone tinme before the renunbering event, and renove the old
information sone tinme after. Al policy rules nust be configured to
behave correctly during this process (e.g., preferring the new
address as soon as possible). Simlarly, monitoring tools nust be
set up to nmonitor both old and new during the overlap
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However, it should be noted that the notion of sinultaneously
operating multiple prefixes for the sane network, although natura

for 1Pv6, is generally not supported by operational tools such as
address managenent software. It also increases the size of IGP
routing tables in proportion to the nunber of prefixes in use. For
these reasons, and due to its unfamliarity to operational staff, the
use of multiple prefixes remains rare. Accordingly, the use of ULAs
to provide stable on-site addresses even if the off-site prefix
changes is also rare.

If both IPv4 and |1 Pv6 are renunmbered simultaneously in a dual-stack
networ k, additional conplications could result, especially with
configured IP-in-1P tunnels. This scenario should probably be

avoi ded.

Use of FQDNs rather than raw | P addresses wherever possible in
configuration files and databases will reduce/mtigate the potentia

i ssues arising fromsuch configuration files or nmanagenent dat abases
when renunbering is required or otherwi se occurs. This is advocated
in [ RFC1958] (point 4.1). Just as we noted in Section 5.1.4 for
applications, this is insufficient in itself; sone devices such as
routers are known to only resolve FQDNs once, at start-up, and to
continue using the resulting addresses indefinitely. This may
require routers to be rebooted, when they should instead be resolving
the FQDN again after a given tineout.

By definition, there is at |east one place (i.e., the DNS zone file
or the database fromwhich it is derived) where address information
i s neverthel ess inevitable.

It is also possible that sone operators nay choose to configure
addresses rather than nanes, precisely to avoid a possible circular
dependency and the resulting failure nodes. This is arguably even
advocated in [RFC1958] (point 3.11).

It should be noted that the managenent and administration issues
(i.e., tracking down, recording, and updating all instances where
addresses are stored rather than | ooked up dynanmically) formthe
domi nant concern of managers considering the renunbering problem
This has led many sites to continue the pre-CIDR (O assless Inter-
Domai n Routi ng) approach of using a provider-independent (Pl) prefix.
Sone sites, including very |large corporate networks, conbine P
addressing with NAT. Qhers have adopted private addressi ng and NAT
as a matter of choice rather than obligation. This range of

techni ques all ows for addressing plans that are independent of the

| SP(s) in use, and allows a straightforward approach to multihom ng
The direct cost of renumbering is perceived to exceed the indirect
costs of these alternatives. Additionally, there is a risk el enent
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stemmi ng fromthe conpl ex dependenci es of renunbering: it is hard to
be fully certain that the renunbering will not cause unforeseen
service disruptions, |leading to unknown additional costs.

A relevant exanmple in a corporate context is VPN configuration data
held in every enployee | aptop, for use while on travel and connecting
securely fromrenote locations. Typically, such VPNs are statically
configured using nuneric | P addresses for endpoints and even with
prefix lists for host routing tables. Use of VPN configurations with
FQDNs to name fixed endpoints, such as corporate VPN gateways, and

wi th non-address identity types would enable existing IP Security
with KE to avoid address renunbering i ssues and work well for highly
nobil e users. This is all possible today with standard | Psec and
standard IKE. It just requires VPN software to be configured with
nanes i nstead of addresses, and thoughtful network administration

It should be noted that site and network operations nanagers are
often very conservative, and reluctant to change operationa
procedures that are working reasonably well and are perceived as
reasonably secure. They quite logically argue that any change brings
with it an intrinsic risk of perturbation and insecurity. Thus, even
i f procedural changes are recommended that will ultinmately reduce the
risks and difficulties of renunbering (such as using FQDNs protected
by DNSsec where addresses are used today), these changes m ght be
resisted.

5.3.5. Security Issues

For 1 Pv6, addresses are intended to be protected against forgery
during nei ghbour discovery by SEcure Nei ghbour Di scovery (SEND)

[ RFC3971]. This appears to be a very useful precaution during
dynam ¢ renunbering, to prevent hijacking of the process by an
attacker. Any automatic renunbering schene has a potential exposure
to such hijacking at the noment that a new address i s announced.
However, at present it is unclear whether or when SEND nmi ght be

wi dely inplenented or w dely depl oyed.

Firewall rules will certainly need to be updated, and any other cases
wher e addresses or address prefixes are enbedded in security

conponents (access control lists, AAA systens, intrusion detection
systens, etc.). If this is not done in advance, legitimte access to
resources m ght be bl ocked after the renunbering event. |If the old
rules are not renoved pronptly, illegitinmte access m ght be possible
after the renunbering event. Thus, the security updates will need to
be made in two stages (inmmrediately before and i nmedi ately after the
event).
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6.

6.

6.

There will be operational and security issues if an X 509v3 Public
Key Infrastructure (PKI) Certificate includes a subjectAltNane
extension that contains an i PAddress [RFC5280], and if the
correspondi ng node then undergoes an | P address change w thout a
concurrent update to the node’s PKI Certificate. For these reasons,
use of the dNSNane rather than the i PAddress is recomended for the
subj ect Al t Name extension. Any other use of |IP addresses in
cryptographic material is likely to be sinmlarly troubl esone.

If asiteis, for some reason, listed by I P address in a white |ist
(such as a spamwhite list), this will need to be updated.
Conversely, a site that is listed in a black |list can escape that
list by renunbering itself.

The use of | P addresses instead of FQDNs in configurations is
sometines driven by a perceived security need. Since the nane
resol uti on process has historically | acked authentication

adm nistrators prefer to use raw | P addresses when the application is
security sensitive (firewalls and VPN are two typical exanples). It
m ght be possible to solve this issue in the next few years with
DNSsec (see Section 2.5), now that there is strong DNS Security

depl oyrment noment um

Pr oposed Mechani sis
1. SH M

SHI M6, proposed as a host-based mul ti hom ng nmechani smfor |Pv6, has
the property of dynamically swi tching the addresses used for
forwardi ng the actual packet streamwhile presenting a constant
address as the upper-layer identifier for the transport |ayer

[ RFC5533]. At least in principle, this property could be used during
renunbering to alleviate the problemdescribed in Section 5.1.2.

SH M6 is an exanple of a class of solutions with this or a simlar
property; others are Host ldentity Protocol (H P), IKEv2 Mbility and
Mul ti homing (MOBIKE), Mbile IPv6, SCTP, and proposals for multi-path
TCP.

2.  MANET Proposal s

The | ETF worki ng groups dealing with nobile ad hoc networks have been
wor ki ng on a nunber of mechanisnms for nobile routers to discover
avai | abl e border routers dynamically, and for those nobile routers to
be able to conmunicate that information to hosts connected to those
nmobi |l e routers.
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Recently, some MANET work has appeared on a "Border Router Discovery
Protocol (BRDP)" that might be useful work towards a nore dynam c
mechanismfor site interior router renunbering [BRDP].

At present, the | ETF AUTOCONF WG

(http://ww. ietf.org/htm.charters/autoconf-charter.htm) is working
on address autoconfiguration nmechani sms for MANET networks that al so
seem useful for ordinary non-nobile non- MANET networks [AUTOC]. This
work is extensively surveyed in [AUTOC2] and [AUTOC3]. Oher work in
the sane area, e.g., [RFC5558], night also be rel evant.

MANETs are, of course, unusual in that they nust be able to
reconfigure thenselves at all tines and without notice. Hence, the
type of hidden static configurations di scussed above in Section 5.3.4
are sinmply intolerable in MANETs. Thus, it is possible that when a
consensus i s reached on autoconfiguration for MANETs, the selected
solution(s) mght not be suitable for the nore general renunbering
problem However, it is certainly worthwhile to explore applying
techni ques that work for MANETs to conventional networks al so.

6.3. Oher | ETF Wrk

A DHCPv6 extension has been proposed that could convey alternative
routes, in addition to the default router address, to | Pv6 hosts
[DHRTOPT]. O her DHCP options are also on the table that nmay offer
i nformati on about address prefixes and routing to DHCP or DHCPv6
clients, such as [DHSUBNET] and [DHM FRT]. It is conceivabl e that
these nmight be extended as a way of informng hosts dynamcally of
prefix changes.

In the area of managenent tools, Network Configuration (NETCONF)
Protocol [RFC4A741] is suitable for the configuration of any network
el ement or server, so could in principle be used to support secure
renot e address renumnbering.

The DNSOP WG has considered a Nane Server Control Protocol (NSCP)
based on NETCONF that provides neans for consistent DNS managenent
i ncludi ng potential host renunbering events [ DNSCONT].

6.4. Oher Proposals

A proposal has been nade to include an address lifetine as an
enbedded field in I Pv6 addresses, with the idea that all prefixes
woul d automatically expire after a certain period and becone
unrouteable [CROCKER]. Wile this might be viewed as provocative, it
woul d force the issue by making renunbering compul sory.
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7. @Gps

This section seeks to identify technol ogy gaps between what is
avai |l abl e from exi sting open specifications and what appears to be
needed for site renunbering to be tol erable.

7.1. Host-Rel ated Gaps

It would be beneficial to expose address lifetinmes in the socket API,
or any lowlevel networking API. This would allow applications to
avoi d using stal e addresses.

The various current discussions of a name-based transport |ayer or a
nane- based network APl al so have potential to alleviate the
application-layer issues noted in this docunent. Application

devel opnent woul d be enhanced by the addition of a nore abstract
network APl that supports the C and C++ progranm ng | anguages. For
exanple, it could use FQDNs and Service Nanes, rather than SockAddr,
| P Address, protocol, and port nunber. This would be equivalent to
simlar interfaces already extant for Java programmers.

Movi ng to a FQDN-based transport |ayer night enhance the ability to
mgrate the | P addresses of endpoints for TCP/UDP w t hout having to
interrupt a session, or at least in a way that allows a session to
restart gracefully.

Having a single registry per host for all address-based configuration
(/etc/hosts, anyone?), with secure access for site network
management, m ght be helpful. Ideally, this would be renotely
configurable, for exanple, leveraging the IETF s current work on

net wor ked- devi ce configuration protocols (NetConf). Wiile there are
proprietary versions of this approach, sonetinmes based on Lightwei ght
Directory Access Protocol (LDAP), a fully standardi sed approach seens
desirabl e.

Do we really need nore than DHCP or SLAAC for regul ar hosts? Do we
need an | Pv4 equival ent of SLAAC? How can the use of DHCP FORCERENEW
and DHCPv6 RECONFI GURE for bul k renunbering be depl oyed? FORCERENEW
in particular requires DHCP authentication [RFC3118] to be depl oyed.

The 1 ETF should resolve the "IPv6 ND MO fl ag debate’ once and for
all, with default, mandatory and optional behavi ours of hosts being
fully specified.

The host behaviour for upstreamlink |earning suggested in
Section 2.3 shoul d be docunent ed.
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It would be hel pful to have multi-path, survivable, extensions for
both UDP and TCP (or institutionalise sone aspects of SH M).

7.2. Router-Rel ated Gaps

A non-proprietary secure nechanismto allow all address-based
configuration to be driven by a central repository for site
configuration data. NETCONF mi ght be a good starting point.

A MANET solution that’s solid enough to apply to fully operationa
small to nmediumfixed sites for voluntary or involuntary renunbering

A MANET-styl e solution that can be applied convincingly to large or
very large sites for voluntary renunbering.

A useful short-term measure would be to ensure that [RFC2894] and
[ RFC3633] can be used in practice.

7.3. (Qperational Gaps

Si nce address changes are usually conmuni cated via the DNS, the
latter’s security is essential for secure renunbering. Thus, we
shoul d continue existing efforts to depl oy DNSsec gl obal Iy, including
not only signing the DNS root, DNS TLDs, and subsidi ary DNS zones,

but also widely depl oying the already avail abl e DNSsec- capabl e DNS
resol vers.

Simlarly, we should docunent and encourage w despread depl oynent of
Secure Dynamic DNS Update both in DNS servers and also in both client
and server operating systens. This capability is already w dely

i mpl enented and wi dely available, but it is not w dely depl oyed at
present.

Depl oy multi-prefix usage of 1Pv6, including Uniqgue Local Addresses
(ULAs) to provide stable internal addresses. In particular, address
managenent tools need to support the multi-prefix nodel and ULAs.

Ensure that network nonitoring systens will function during
renunbering, in particular to confirmthat renunbering has conpl et ed
successfully or that some traffic is still using the old prefixes.

Docurent and encourage systematic site databases and secure
configuration protocols for network el ements and servers (e.g.
NETCONF) . The dat abase should store all the information about the
networ k; scripts and tools should derive all configurations fromthe
dat abase. An exanple of this approach to sinmplify renunbering is

gi ven at [ LEROY].
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Docurent functional requirenents for site renunbering tools or
tool kits.

Docurent operational procedures useful for site renunbering.

In general, docunent renunbering instructions as part of every
product nmanual .

Recommend strongly that all |Pv6 depl oynent plans, for all sizes of
site or network, should include provision for future renumnbering.
Renumberi ng shoul d be planned from day one when the first |ines of
the configuration of a network or network service are witten. Every
| Pv6 operator should expect to have to renunber the network one day
and should plan for this event.

7.4. Oher Gaps

Defi ne a secure nmechani sm for announci ng changes of site prefix to
other sites (for exanple, those that configure routers or VPNs to
point to the site in question).

For Mobile I P, define a better nechanismto handl e change of hone
agent address while nobile is disconnected.

8. Security Considerations

Known current issues are discussed in Section 5.3.5. Security issues
related to SLAAC are discussed in [ RFC3756]. DHCP authentication is
defined in [ RFC3118].

For future mechanisns to assist and sinmplify renunbering, care nust
be taken to ensure that prefix or address changes (especially changes
conmi ng fromanother site or via public sources such as the DNS) are
adequately authenticated at all points. Oherw se, msuse of
renunberi ng mechani sns woul d becone an attractive target for those

wi shing to divert traffic or to cause mmjor disruption. As noted in
Section 5.1.4, this may result in defensive techniques such as "DNS
pi nni ng", which create difficulty when renunberi ng.

VWhat ever aut hentication nethod(s) are adopted, key distribution wll
be an inportant aspect. Most likely, public key cryptography will be
needed to authenticate renunbering announcenents passing from one
site to another, since one cannot assume a preexisting trust

rel ati onshi p between such sites.
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Appendi x A.  Enbedded | P Addresses

Thi s Appendi x lists conmon places where | P addresses mi ght be
enbedded. The list was adapted from [ TH NK].

Provi der based prefix(es)
Nanmes resolved to | P addresses in firewall at startup tine

| P addresses in renote firewalls allowi ng access to renote
servi ces

| P-based aut hentication in renbte systens all owi ng access to
onl i ne bi bliographic resources

| P address of both tunnel end points for IPv6 in I Pv4 tunne
Har d- coded | P subnet configuration infornmation
| P addresses for static route targets

Bl ocked SMIP server |IP list (spam sources)

Web . htaccess and renpote access controls
Apache .Listen. directive on given |IP address
Configured multicast rendezvous point

TCP wrapper files

Sanba configuration files

DNS resol v. conf on Uni x

Any network traffic nonitoring too

NI S/ ypbind via the hosts file

Sone interface configurations

Uni x portmap security nasks

NI S security nasks

Pl M SM Rendezvous Poi nt address on nulticast routers
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