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Abst r act

Thi s docunent outlines a set of goals for proposed new | Pv6 site-

mul ti homing architectures. It is recognised that this set of goals
is ambitious and that some goals may conflict with others. The
solution or solutions adopted may only be able to satisfy some of the
goal s presented here.

| nt roducti on

Site-multihom ng, i.e., connecting to nore than one | P service
provider, is an essential conponent of service for many sites which
are part of the Internet.

Current IPv4 site-multihom ng practices have been added on to the
CIDR architecture [1], which assunes that routing table entries can
be aggregated based upon a hierarchy of customers and service

provi ders.

However, it appears that this hierarchy is being supplanted by a
dense nmesh of interconnections [6]. Additionally, there has been an
enormous growth in the nunber of nultihomed sites. For purposes of
redundancy and | oad-sharing, the multihomed address bl ocks are

i ntroduced into the global table even if they are covered by a

provi der aggregate. This contributes to the rapidly-increasing size
of both the gl obal routing table and the turbul ence exhibited within
it, and places stress on the inter-provider routing system
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3.

3.

3.

Continued grow h of both the Internet and the practice of site-

mul ti homing will seriously exacerbate this stress. The site-

mul ti homi ng architecture for 1Pv6 should allow the routing systemto
scal e nore pleasantly.

Ter m nol ogy

A "site" is an entity autononously operating a network using IP, and
in particular, determ ning the addressing plan and routing policy for
that network. This definitionis intended to be equivalent to
"enterprise" as defined in [2].

A "transit provider" operates a site that directly provides
connectivity to the Internet to one or nore external sites. The
connectivity provided extends beyond the transit provider’s own site.
A transit provider’s site is directly connected to the sites for
which it provides transit.

A "multihonmed" site is one with nore than one transit provider
"Site-multihomng" is the practice of arranging a site to be
mul ti horred.

The term "re-hom ng" denotes a transition of a site between two
states of connectedness due to a change in the connectivity between
the site and its transit providers’ sites.

Mul ti hom ng CGoal s
1. Capabilities of IPv4 Miltihom ng

The foll owi ng capabilities of current I1Pv4 nultihom ng practices
shoul d be supported by an | Pv6 mul ti hom ng architecture.

1.1. Redundancy

By multihom ng, a site should be able to insulate itself fromcertain
failure nodes within one or nore transit providers, as well as
failures in the network providing interconnecti on anong one or nore
transit providers.

Infrastructural commonalities belowthe IP layer may result in
connectivity which is apparently diverse, sharing single points of
failure. For exanple, two separate DS3 circuits ordered from
different suppliers and connecting a site to independent transit
providers may share a single conduit fromthe street into a building;
in this case, physical disruption (sometines referred to as
"backhoe-fade") of both circuits may be experienced due to a single
incident in the street. The two circuits are said to "share fate".
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The mul ti hom ng architecture shoul d acconmpdate (in the general case,
i ssues of shared fate notwithstanding) continuity of connectivity
during the follow ng failures:

o Physical failure, such as a fiber cut, or router failure,

o Logical link failure, such as a m sbehaving router interface,

o Routing protocol failure, such as a BGP peer reset,

o Transit provider failure, such as a backbone-wide |G failure, and

o Exchange failure, such as a BGP reset on an inter-provider
peeri ng.

3.1.2. Load Sharing

By multi hom ng, a site should be able to distribute both inbound and
out bound traffic between nultiple transit providers. This goal is
for concurrent use of the nultiple transit providers, not just the
usage of one provider over one interval of time and another provider
over a different interval.

3.1.3. Performance

By multihom ng, a site should be able to protect itself from
performance difficulties directly between the site’'s transit
provi ders.

For exanple, suppose site E obtains transit fromtransit providers T1
and T2, and there is |long-termcongestion between Tl and T2. The

mul ti hom ng architecture should allow E to ensure that in norma
operation, none of its traffic is carried over the congested

i nterconnection T1-T2. The process by which this is achieved shoul d
be a nmanual one.

A mul ti honed site should be able to distribute inbound traffic from
particular multiple transit providers according to the particul ar
address range within their site which is sourcing or sinking the
traffic.

Abl ey, et al. I nf or mati onal [ Page 3]



RFC 3582 | Pv6 Site-Miltihom ng Goal s August 2003

3.1.4. Policy

A customer nmay choose to multihone for a variety of policy reasons
beyond techni cal scope (e.g., cost, acceptable use conditions, etc.)
For exanple, custoner C honed to ISP A may wish to shift traffic of a
certain class or application, NNTP, for exanple, to ISP B as matter
of policy. A new IPv6 multihom ng proposal should provide support
for site-nmultihomng for external policy reasons.

3.1.5. Sinplicity

As any proposed nulti hom ng solution nust be deployed in rea
networks with real custonmers, sinplicity is paranount. The current
mul ti homi ng solution is quite straightforward to deploy and naintain

A new | Pv6 nul ti hom ng solution should not be substantially nore
conpl ex to depl oy and operate (for nmultihomed sites or for the rest
of the Internet) than current |Pv4 nultihom ng practices.

3.1.6. Transport-Layer Survivability

Mul ti hom ng sol utions shoul d provide re-honing transparency for
transport-layer sessions; i.e., exchange of data between devices on
the nmulti honed site and devi ces el sewhere on the Internet may proceed
with no greater interruption than that associated with the transient
packet |oss during the re-hom ng event.

New transport-layer sessions should be able to be created follow ng a
re-hom ng event.

Transport-1layer sessions include those involving transport-|ayer
protocol s such as TCP, UDP and SCTP over |P. Applications which
comuni cate over raw | P and other network-|ayer protocols may al so
enj oy re-hom ng transparency.

3.1.7. Inpact on DNS

Mul ti-hom ng solutions either should be conpatible with the observed
dynami cs of the current DNS system or the solutions should
denonstrate that the nodified name resolution systemrequired to
support themis readily depl oyable.

3.1.8. Packet Filtering

Mul ti hom ng sol utions should not preclude filtering packets with
forged or otherw se inappropriate source |P addresses at the

adm ni strative boundary of the multihoned site, or at the

adm ni strative boundaries of any site in the Internet.
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3.2. Additional Requirenents
3.2.1. Scalability

Current 1PV4 multihom ng practices contribute to the significant
gromh currently observed in the state held in the global inter-
provider routing system this is a concern, both because of the
hardware requirements it inposes, and al so because of the inpact on
the stability of the routing system This issue is discussed in
great detail in [6].

A new I Pv6 nultihom ng architecture should scale to accommpdat e
orders of magnitude nore nultihomed sites w thout inposing
unreasonabl e requirenents on the routing system

3.2.2. Inpact on Routers

The solutions nmay require changes to | Pv6 router inplenentations, but
these changes should be either minor, or in the formof |logically
separate functions added to existing functions.

Such changes shoul d not prevent normal single-honed operation, and
routers inplenenting these changes should be able to interoperate
fully with hosts and routers not inplenmenting them

3.2.3. Inpact on Hosts

The sol ution should not destroy I Pv6 connectivity for a | egacy host
i mpl enenting RFC 3513 [3], RFC 2460 [4], RFC 3493 [5], and other
basic 1 Pv6 specifications current in April 2003. That is to say, if
a host can work in a single-honed site, it should still be able to
work in a multihoned site, even if it cannot benefit fromsite-

mul ti hom ng

It would be conmpatible with this goal for such a host to | ose
connectivity if a site lost connectivity to one transit provider
despite the fact that other transit provider connections were stil
oper ati onal

If the solution requires changes to the host stack, these changes
should be either mnor, or in the formof logically separate
functions added to existing functions.

If the solution requires changes to the socket APl and/or the
transport layer, it should be possible to retain the original socket
APl and transport protocols in parallel, even if they cannot benefit
frommultihom ng
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The mul ti hom ng solution nmay all ow host or application changes if
that woul d enhance transport-layer survivability.

3.2.4. Interaction between Hosts and the Routing System

The solution may involve interaction between a site’s hosts and its
routing systenm such an interaction should be sinple, scalable and
secur abl e.

3.2.5. (Qperations and Managenent

It should be possible for staff responsible for the operation of a
site to nmonitor and configure the site’'s multihom ng system

3.2.6. Cooperation between Transit Providers

A mul ti homing strategy may require cooperation between a site and its
transit providers, but should not require cooperation (relating
specifically to the multihoned site) directly between the transit
provi ders.

The inpact of any inter-site cooperation that mght be required to
facilitate the multihom ng solution should be exam ned and assessed
fromthe point of view of operational practicality.

3.2.7. Miltiple Solutions

There may be nore than one approach to multihom ng, provided al
approaches are orthogonal (i.e., each approach addresses a distinct
segnent or category within the site multihomng problen). Miltiple
solutions will incur a greater nmanagenent overhead, however, and the
adopt ed sol utions should attenpt to cover as many mul ti hom ng
scenarios and goal s as possible.

4. Security Considerations

A mul ti honmed site should not be nore vulnerable to security breaches
than a traditionally I Pv4-nmultihonmed site.

Any changes to routing practices made to acconmodate mul ti honed sites

shoul d not cause non-nulti honed sites to become npre vul nerable to
security breaches.
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5.

Intell ectual Property Statenent

The | ETF takes no position regarding the validity or scope of any
intell ectual property or other rights that mght be clainmed to
pertain to the inplenentation or use of the technol ogy described in
this docunment or the extent to which any license under such rights

m ght or might not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF's procedures with respect to rights in standards-track and

st andards-rel at ed docunentati on can be found in BCP-11. Copies of
clains of rights nade avail able for publication and any assurances of
licenses to be nade avail able, or the result of an attenpt nade to
obtain a general license or pernission for the use of such
proprietary rights by inplenmentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary

ri ghts which nay cover technol ogy that nay be required to practice
this standard. Pl ease address the information to the | ETF Executive
Director.
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8. Full Copyright Statenent
Copyright (C The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it may be copied and furnished to
ot hers, and derivative works that conment on or otherwi se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |anguages ot her than
Engl i sh.

The Iimted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assignees.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORVATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE
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