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1.0 I ntroduction

Mul ti protocol Label Switching (MPLS) [1,2] integrates a | abe
swappi ng framework with network | ayer routing. The basic idea

i nvol ves assigning short fixed |length |abels to packets at the
ingress to an MPLS cl oud (based on the concept of forwarding
equi val ence classes [1,2]). Throughout the interior of the MPLS
domain, the | abels attached to packets are used to nake forwarding
decisions (usually w thout recourse to the original packet headers).

A set of powerful constructs to address many critical issues in the
emerging differentiated services Internet can be devised fromthis
relatively sinple paradigm One of the nost significant initia
applications of MPLS will be in Traffic Engineering. The inportance
of this application is already well-recognized (see [1,2,3]).

This manuscript is exclusively focused on the Traffic Engi neering
applications of MPLS. Specifically, the goal of this docunment is to
hi ghl'i ght the issues and requirenents for Traffic Engineering in a
| arge I nternet backbone. The expectation is that the MPLS

speci fications, or inplenentations derived therefrom w | address
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the realization of these objectives. A description of the basic
capabilities and functionality required of an MPLS inplenentation to
accommodate the requirenments is al so presented.

It should be noted that even though the focus is on Internet
backbones, the capabilities described in this docunent are equally
applicable to Traffic Engineering in enterprise networks. |In general
the capabilities can be applied to any | abel swi tched network under
a single technical adnministration in which at |east two paths exi st
bet ween two nodes.

Sone recent nmanuscripts have focused on the considerations pertaining
to Traffic Engineering and Traffic managenment under MPLS, nopst
notably the works of Li and Rekhter [3], and others. |In [3], an
architecture is proposed which enpl oys MPLS and RSVP to provide

scal able differentiated services and Traffic Engineering in the
Internet. The present manuscript conpl enents the aforenenti oned and
simlar efforts. It reflects the authors’ operational experience in
nmanagi ng a | arge I nternet backbone.

1.1 Term nol ogy

The reader is assumed to be familiar with the MPLS term nol ogy as
defined in [1].

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [11].

1.2 Docunent Organization

The renmai nder of this docunment is organized as follows: Section 2

di scusses the basic functions of Traffic Engineering in the Internet.
Section 3, provides an overview of the traffic Engi neering potentials
of MPLS. Sections 1 to 3 are essentially background material. Section
4 presents an overview of the fundanental requirenents for Traffic
Engi neering over MPLS. Section 5 describes the desirable attributes
and characteristics of traffic trunks which are pertinent to Traffic
Engi neering. Section 6 presents a set of attributes which can be
associated with resources to constrain the routability of traffic
trunks and LSPs through them Section 7 advocates the introduction of
a "constraint-based routing" framework in MPLS donains. Finally,
Section 8 contains concluding remnarks.
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2.0 Traffic Engineering

This section describes the basic functions of Traffic Engineering in
an Aut ononpbus Systemin the contenporary Internet. The limtations of
current 1GPs with respect to traffic and resource control are

hi ghli ghted. This section serves as notivation for the requirenents
on MPLS

Traffic Engineering (TE) is concerned with performance optimn zation
of operational networks. In general, it encompasses the application
of technol ogy and scientific principles to the measurenent, nodeli ng,
characterization, and control of Internet traffic, and the
application of such know edge and techni ques to achieve specific
performance objectives. The aspects of Traffic Engi neering that are
of interest concerning MPLS are measurenent and control

A maj or goal of Internet Traffic Engineering is to facilitate
efficient and reliable network operations while sinmultaneously
optim zing network resource utilization and traffic performance.
Traffic Engi neering has beconme an indispensable function in many

| ar ge Aut ononmous Systens because of the high cost of network assets
and the comrercial and conpetitive nature of the Internet. These
factors emphasi ze the need for maxi mal operational efficiency.

2.1 Traffic Engineering Perfornmance Objectives

The key perfornmance objectives associated with traffic engi neering
can be classified as being either

1. traffic oriented or
2. resource oriented.

Traffic oriented performance objectives include the aspects that
enhance the QoS of traffic streams. In a single class, best effort
Internet service nodel, the key traffic oriented perfornmance

obj ectives include: mnimzation of packet |oss, ninimzation of
del ay, naxim zation of throughput, and enforcenent of service |eve
agreenments. Under a single class best effort Internet service nodel,
m ni m zation of packet loss is one of the nobst inportant traffic
oriented performance objectives. Statistically bounded traffic
oriented performance objectives (such as peak to peak packet del ay
variation, loss ratio, and maxi num packet transfer delay) n ght
becorme useful in the forthcom ng differentiated services Internet.

Resource oriented performance objectives include the aspects

pertaining to the optimzation of resource utilization. Efficient
managenent of network resources is the vehicle for the attai nnent of

Awduche, et al. I nf or mati onal [ Page 4]



RFC 2702 MPLS Traffic Engineering Sept ember 1999

resource oriented performance objectives. In particular, it is
generally desirable to ensure that subsets of network resources do
not becone over utilized and congested whil e other subsets al ong
alternate feasible paths remain underutilized. Bandwidth is a crucia
resource in contenporary networks. Therefore, a central function of
Traffic Engineering is to efficiently nmanage bandw dth resources.

M nim zing congestion is a primary traffic and resource oriented
performance objective. The interest here is on congestion problens
that are prol onged rather than on transient congestion resulting from
i nst ant aneous bursts. Congestion typically manifests under two
scenari os:

1. When network resources are insufficient or inadequate to
accommodat e of fered | oad.

2. Wen traffic streanms are inefficiently mapped onto avail abl e
resources; causing subsets of network resources to becone
over-utilized while others remain underutilized.

The first type of congestion probl em can be addressed by either: (i)
expansi on of capacity, or (ii) application of classical congestion
control techniques, or (iii) both. C assical congestion contro

techni ques attenpt to regulate the denmand so that the traffic fits
onto avail abl e resources. C assical techniques for congestion contro
include: rate limting, window flow control, router queue managenent,
schedul e- based control, and others; (see [8] and the references
therein).

The second type of congestion problens, nanmely those resulting from
i nefficient resource allocation, can usually be addressed through
Traffic Engi neering.

In general, congestion resulting frominefficient resource allocation
can be reduced by adopting | oad bal ancing policies. The objective of
such strategies is to mnimze maxi num congestion or alternatively to
m ni m ze maxi num resource utilization, through efficient resource

al |l ocation. When congestion is mnimzed through efficient resource
al l ocation, packet |oss decreases, transit delay decreases, and
aggregat e throughput increases. Thereby, the perception of network
service quality experienced by end users becones significantly
enhanced.

Clearly, load balancing is an inportant network perfornmance

optim zation policy. Nevertheless, the capabilities provided for
Traffic Engi neering should be flexible enough so that network

adm ni strators can inplenment other policies which take into account
the prevailing cost structure and the utility or revenue nodel.
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2.2 Traffic and Resource Control

Performance optimn zati on of operational networks is fundanentally a
control problem In the traffic engineering process nodel, the
Traffic Engineer, or a suitable automaton, acts as the controller in
an adaptive feedback control system This systemincludes a set of

i nterconnected network el enents, a network perfornmance nonitoring
system and a set of network configuration nanagenent tools. The
Traffic Engineer formulates a control policy, observes the state of
the network through the nonitoring system characterizes the traffic,
and applies control actions to drive the network to a desired state,
in accordance with the control policy. This can be acconplished
reactively by taking action in response to the current state of the
network, or pro-actively by using forecasting techniques to
anticipate future trends and applying action to obviate the predicted
undesirabl e future states.

I deally, control actions should involve:
1. Modification of traffic managenent paraneters,
2. Modification of paraneters associated with routing, and

3. Mudification of attributes and constraints associated with
r esour ces.

The | evel of manual intervention involved in the traffic engineering
process shoul d be m nimzed whenever possible. This can be
acconpl i shed by automating aspects of the control actions described
above, in a distributed and scal abl e fashion

2.3 Limtations of Current | GP Control Mechani sns

Thi s subsection reviews sone of the well known limtations of current
IGPs with regard to Traffic Engi neering.

The control capabilities offered by existing Internet interior

gat eway protocols are not adequate for Traffic Engineering. This
makes it difficult to actualize effective policies to address network
performance probl ens. Indeed, |IGPs based on shortest path al gorithns
contribute significantly to congestion problens in Autononobus Systens
within the Internet. SPF algorithns generally optim ze based on a
sinple additive netric. These protocols are topology driven, so
bandwi dth availability and traffic characteristics are not factors
consi dered in routing decisions. Consequently, congestion frequently
occurs when:
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1. the shortest paths of multiple traffic streans converge on
specific links or router interfaces, or

2. agiven traffic streamis routed through a link or router
i nterface which does not have enough bandw dth to acconmmpbdate
it.

These scenarios mani fest even when feasible alternate paths with
excess capacity exist. It is this aspect of congestion problenms (-- a
synmpt om of suboptimal resource allocation) that Traffic Engi neering
ainms to vigorously obviate. Equal cost path |oad sharing can be used
to address the second cause for congestion |listed above with sone
degree of success, however it is generally not helpful in alleviating
congestion due to the first cause listed above and particularly not
in large networks with dense topol ogy.

A popul ar approach to circumvent the inadequacies of current 1GPs is
through the use of an overlay nodel, such as IP over ATMor |P over
frane relay. The overlay nodel extends the design space by enabling
arbitrary virtual topologies to be provisioned atop the network’s
physi cal topol ogy. The virtual topology is constructed fromvirtua

circuits which appear as physical links to the I GP routing protocols.
The overlay nodel provides additional inmportant services to support
traffic and resource control, including: (1) constraint-based routing

at the VC level, (2) support for adm nistratively configurable
explicit VC paths, (3) path conpression, (4) call admi ssion contro
functions, (5) traffic shaping and traffic policing functions, and
(6) survivability of VCs. These capabilities enable the actualization
of a variety of Traffic Engineering policies. For exanple, virtua
circuits can easily be rerouted to nove traffic fromover-utilized
resources onto relatively underutilized ones.

For Traffic Engineering in |large dense networks, it is desirable to
equip MPLS with a level of functionality at |east comrensurate with
current overlay nodels. Fortunately, this can be done in a fairly
strai ght forward manner.

3.0 MPLS and Traffic Engi neering

This section provides an overview of the applicability of MPLS to
Traffic Engi neering. Subsequent sections discuss the set of
capabilities required to neet the Traffic Engi neering requirenents.

MPLS is strategically significant for Traffic Engi neering because it
can potentially provide nost of the functionality available fromthe
overlay nodel, in an integrated manner, and at a | ower cost than the
currently conpeting alternatives. Equally inportantly, MPLS offers
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the possibility to automate aspects of the Traffic Engi neering
function. This last consideration requires further investigation and
i s beyond the scope of this nmanuscript.

A note on term nol ogy: The concept of MPLS traffic trunks is used
extensively in the renmai nder of this docunent. According to Li and
Rekhter [3], a traffic trunk is an aggregation of traffic flows of
the sane class which are placed inside a Label Switched Path.
Essentially, a traffic trunk is an abstract representation of traffic
to which specific characteristics can be associated. It is useful to
view traffic trunks as objects that can be routed; that is, the path
through which a traffic trunk traverses can be changed. In this
respect, traffic trunks are simlar to virtual circuits in ATM and
Frame Relay networks. It is inmportant, however, to enphasize that
there is a fundanental distinction between a traffic trunk and the
path, and indeed the LSP, through which it traverses. An LSP is a
specification of the |abel switched path through which the traffic
traverses. In practice, the terns LSP and traffic trunk are often
used synonynously. Additional characteristics of traffic trunks as
used in this nmanuscript are summari zed in section 5.0.

The attractiveness of MPLS for Traffic Engineering can be attributed
to the followng factors: (1) explicit |abel swtched paths which are
not constrai ned by the destination based forwardi ng paradi gm can be
easily created t hrough nmanual adm nistrative action or through

aut omat ed action by the underlying protocols, (2) LSPs can
potentially be efficiently maintained, (3) traffic trunks can be

i nstanti ated and mapped onto LSPs, (4) a set of attributes can be
associated with traffic trunks which nodul ate their behaviora
characteristics, (5) a set of attributes can be associated with
resources which constrain the placenent of LSPs and traffic trunks
across them (6) MPLS allows for both traffic aggregation and

di saggregati on whereas classical destination only based IP forwarding
permts only aggregation, (7) it is relatively easy to integrate a
"constraint-based routing” framework with MPLS, (8) a good

i npl enentation of MPLS can offer significantly | ower overhead than
conpeting alternatives for Traffic Engineering.

Addi tionally, through explicit |abel sw tched paths, MPLS pernits a
quasi circuit switching capability to be superimnmposed on the current
Internet routing nmodel. Many of the existing proposals for Traffic
Engi neering over MPLS focus only on the potential to create explicit
LSPs. Although this capability is fundanental for Traffic

Engi neering, it is not really sufficient. Additional augmentations
are required to foster the actualization of policies leading to
performance optim zati on of |arge operational networks. Some of the
necessary augnentations are described in this manuscript.
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3.1 Induced MPLS G aph

Thi s subsection introduces the concept of an "induced MPLS graph"
which is central to Traffic Engineering in MPLS donains. An induced
MPLS graph is analogous to a virtual topology in an overlay nodel. It
is logically napped onto the physical network through the selection
of LSPs for traffic trunks.

An induced MPLS graph consists of a set of LSRs which conprise the
nodes of the graph and a set of LSPs which provide |ogical point to
poi nt connectivity between the LSRs, and hence serve as the |inks of
the induced graph. it may be possible to construct hierarchica

i nduced MPLS graphs based on the concept of |abel stacks (see [1]).

I nduced MPLS graphs are inportant because the basic probl em of
bandwi dt h nmanagenment in an MPLS domain is the issue of howto
efficiently map an i nduced MPLS graph onto the physical network
topol ogy. The induced MPLS graph abstraction is formalized bel ow.

Let G=(V, E, c) be a capacitated graph depicting the physica
topol ogy of the network. Here, Vis the set of nodes in the network
and Eis the set of links; that is, for v and win V, the object
(v,w) isinEif v and ware directly connected under G The
paranmeter "c" is a set of capacity and other constraints associated
with Eand V. W will refer to G as the "base" network topol ogy.

Let H= (U, F, d) be the induced MPLS graph, where Uis a subset of
V representing the set of LSRs in the network, or nore precisely the
set of LSRs that are the endpoints of at |east one LSP. Here, Fis
the set of LSPs, so that for x and y in U, the object (x, y) isinF
if thereis an LSP with x and y as endpoints. The paraneter "d" is
the set of denmands and restrictions associated with F. Evidently, H
is a directed graph. It can be seen that H depends on the
transitivity characteristics of G

3.2 The Fundanental Problem of Traffic Engi neering Over MPLS

There are basically three fundanental problens that relate to Traffic
Engi neering over MPLS.

- The first problemconcerns how to map packets onto forwarding
equi val ence cl asses.

- The second probl em concerns how to map forwardi ng equi val ence
cl asses onto traffic trunks.

- The third problem concerns howto map traffic trunks onto the
physi cal network topol ogy through | abel switched paths.
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Thi s docunent is not focusing on the first two problens |isted.
(even-though they are quite inportant). Instead, the remainder of
this manuscript will focus on the capabilities that permt the third
mappi ng function to be perfornmed in a manner resulting in efficient
and reliable network operations. This is really the probl em of
mappi ng an i nduced MPLS graph (H) onto the "base" network topol ogy
(9.

4.0 Augmented Capabilities for Traffic Engi neering Over MPLS

The previous sections reviewed the basic functions of Traffic

Engi neering in the contenporary Internet. The applicability of MPLS
to that activity was al so di scussed. The renmi ning sections of this
manuscri pt describe the functional capabilities required to fully
support Traffic Engi neering over MPLS in | arge networks.

The proposed capabilities consist of:

1. A set of attributes associated with traffic trunks which
collectively specify their behavioral characteristics.

2. A set of attributes associated with resources which constrain
the placement of traffic trunks through them These can al so be
vi ewed as topology attribute constraints.

3. A "constraint-based routing" franmework which is used to sel ect
paths for traffic trunks subject to constraints inposed by itens
1) and 2) above. The constraint-based routing franmework does not
have to be part of MPLS. However, the two need to be tightly
i ntegrated together.

The attributes associated with traffic trunks and resources, as well
as paraneters associated with routing, collectively represent the
control variables which can be nodified either through adm nistrative
action or through automated agents to drive the network to a desired
state.

In an operational network, it is highly desirable that these
attributes can be dynami cally nodified online by an operator without
adversely disrupting network operations.

5.0 Traffic Trunk Attributes and Characteristics
This section describes the desirable attributes which can be

associated with traffic trunks to influence their behaviora
characteristics.
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First, the basic properties of traffic trunks (as used in this
manuscript) are sunmmari zed bel ow

- Atraffic trunk is an *aggregate* of traffic flows bel onging
to the same class. In sone contexts, it may be desirable to
relax this definition and allow traffic trunks to include
nmulti-class traffic aggregates.

- In a single class service nodel, such as the current Internet,
atraffic trunk could encapsulate all of the traffic between an
i ngress LSR and an egress LSR, or subsets thereof.

- Traffic trunks are routable objects (simlar to ATM VCs).

- Atraffic trunk is distinct fromthe LSP through which it
traverses. In operational contexts, a traffic trunk can be
noved from one path onto anot her

- Atraffic trunk is unidirectional

In practice, a traffic trunk can be characterized by its ingress and
egress LSRs, the forwardi ng equival ence class which is mapped onto
it, and a set of attributes which deternmine its behaviora
characteristics.

Two basic issues are of particular significance: (1) paranmeterization
of traffic trunks and (2) path placenent and mai ntenance rules for
traffic trunks.

5.1 Bidirectional Traffic Trunks

Al 'though traffic trunks are conceptually unidirectional, in many
practical contexts, it is useful to sinultaneously instantiate two
traffic trunks with the sane endpoints, but which carry packets in
opposite directions. The two traffic trunks are |ogically coupled
together. One trunk, called the forward trunk, carries traffic from
an originating node to a destination node. The other trunk, called
the backward trunk, carries traffic fromthe destination node to the
originating node. W refer to the amal gamation of two such traffic
trunks as one bidirectional traffic trunk (BTT) if the follow ng two
condi tions hol d:

- Both traffic trunks are instantiated through an atom c action at
one LSR, called the originator node, or through an atom c action
at a network managenent station

- Neither of the conposite traffic trunks can exist wthout the
other. That is, both are instantiated and destroyed toget her
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The topol ogi cal properties of BTTs should al so be considered. A BTT
can be topologically synmetric or topologically asymetric. A BTT is
said to be "topologically symretric" if its constituent traffic
trunks are routed through the sane physical path, even though they
operate in opposite directions. If, however, the conponent traffic
trunks are routed through different physical paths, then the BTT is
said to be "topologically asymetric."

It should be noted that bidirectional traffic trunks are nerely an
admi ni strative convenience. In practice, nost traffic engineering
functions can be inplemented using only unidirectional traffic

t runks.

5.2 Basic Operations on Traffic Trunks

The basic operations on traffic trunks significant to Traffic
Engi neeri ng purposes are sumuarized bel ow.

- Establish: To create an instance of a traffic trunk

- Activate: To cause a traffic trunk to start passing traffic.
The establishment and activation of a traffic trunk are
| ogically separate events. They may, however, be inplenented
or invoked as one atonmic action

- Deactivate: To cause a traffic trunk to stop passing traffic.

- Mdify Attributes: To cause the attributes of a traffic trunk
to be nodified.

- Reroute: To cause a traffic trunk to change its route. This
can be done through administrative action or automatically
by the underlying protocols.

- Destroy: To renove an instance of a traffic trunk fromthe
network and reclaimall resources allocated to it. Such
resources include | abel space and possibly avail abl e bandwi dt h.

The above are considered the basic operations on traffic trunks.
Addi ti onal operations are al so possible such as policing and traffic
shapi ng.

5.3 Accounting and Perfornmance Monitoring
Accounting and perfornmance nonitoring capabilities are very inportant

to the billing and traffic characterization functions. Performance
statistics obtained fromaccounting and performance nonitoring
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systens can be used for traffic characterization, perfornance
optim zation, and capacity planning within the Traffic Engi neering
realm.

The capability to obtain statistics at the traffic trunk level is so
important that it should be considered an essential requirenent for
Traf fic Engi neering over MPLS.

5.4 Basic Traffic Engineering Attributes of Traffic Trunks

An attribute of a traffic trunk is a paraneter assigned to it which
i nfluences its behavioral characteristics.

Attributes can be explicitly assigned to traffic trunks through

adnmi ni stration action or they can be inplicitly assigned by the
under | yi ng protocol s when packets are classified and mapped into
equi val ence cl asses at the ingress to an MPLS domai n. Regardl ess of
how the attributes were originally assigned, for Traffic Engineering
purposes, it should be possible to adm nistratively nodify such
attributes.

The basic attributes of traffic trunks particularly significant for
Traffic Engineering are item zed bel ow

- Traffic paranmeter attributes

- Ceneric Path selection and maintenance attributes

- Priority attribute

- Preenmption attribute

- Resilience attribute

- Policing attribute

The conbination of traffic paraneters and policing attributes is

anal ogous to usage paraneter control in ATM networks. Mst of the
attributes listed above have analogs in well established
technol ogi es. Consequently, it should be relatively straight forward
to map the traffic trunk attributes onto many existing sw tching and
routing architectures.

Priority and preenption can be regarded as relational attributes
because they express certain binary relations between traffic trunks.
Conceptual ly, these binary relations determne the nmanner in which

traffic trunks interact with each other as they conpete for network
resources during path establishnment and pat h mai nt enance.
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5.5 Traffic paranmeter attributes

Traffic paraneters can be used to capture the characteristics of the
traffic streans (or nore precisely the forwardi ng equi val ence cl ass)
to be transported through the traffic trunk. Such characteristics may
i ncl ude peak rates, average rates, permssible burst size, etc. From
a traffic engineering perspective, the traffic paraneters are
significant because they indicate the resource requirenments of the
traffic trunk. This is useful for resource allocation and congestion
avoi dance through anticipatory policies.

For the purpose of bandw dth allocation, a single canonical value of
bandwi dt h requirements can be conputed froma traffic trunk’s traffic
paranmeters. Techniques for perforning these conputations are well
known. One exanple of this is the theory of effective bandw dth.

5.6 Ceneric Path Sel ection and Managenent Attri butes

CGeneric path selection and managenent attributes define the rules for
sel ecting the route taken by a traffic trunk as well as the rules for
mai nt enance of paths that are already established.

Pat hs can be conputed automatically by the underlying routing
protocols or they can be defined adm nistratively by a network
operator. If there are no resource requirenments or restrictions
associated with a traffic trunk, then a topol ogy driven protocol can
be used to select its path. However, if resource requirenments or
policy restrictions exist, then a constraint-based routing schene
shoul d be used for path selection

In Section 7, a constraint-based routing framework which can
automatically conpute paths subject to a set of constraints is
described. Issues pertaining to explicit paths instantiated through
adm nistrative action are discussed in Section 5.6.1 bel ow.

Pat h nanagenent concerns all aspects pertaining to the nmaintenance of
paths traversed by traffic trunks. In sone operational contexts, it
is desirable that an MPLS inpl enentati on can dynam cally reconfigure
itself, to adapt to some notion of change in "systemstate."
Adaptivity and resilience are aspects of dynanmic path managenent.

To guide the path selection and nmanagenent process, a set of
attributes are required. The basic attributes and behavi ora
characteristics associated with traffic trunk path selection and
managenment are described in the remainder of this sub-section
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5.6.1 Administratively Specified Explicit Paths

An adm nistratively specified explicit path for a traffic trunk is
one which is configured through operator action. An administratively
specified path can be conpletely specified or partially specified. A
path is conpletely specified if all of the required hops between the
endpoints are indicated. A path is partially specified if only a
subset of intermediate hops are indicated. In this case, the
underlying protocols are required to conplete the path. Due to
operator errors, an adm nistratively specified path can be

i nconsi stent or illogical. The underlying protocols should be able to
det ect such inconsistencies and provide appropriate feedback

A "path preference rule" attribute should be associated with
administratively specified explicit paths. A path preference rule
attribute is a binary variable which indicates whether the

adm nistratively configured explicit path is "nandatory” or "non-
mandat ory. "

If an administratively specified explicit path is selected with a
“mandatory attribute, then that path (and only that path) nust be
used. If a mandatory path is topol ogical infeasible (e.g. the two
endpoints are topologically partitioned), or if the path cannot be

i nstanti ated because the avail abl e resources are inadequate, then the
path setup process fails. In other words, if a path is specified as
mandatory, then an alternate path cannot be used regardl ess of
prevailing circunmstance. A nandatory path which is successfully
instantiated is also inplicitly pinned. Once the path is instantiated
it cannot be changed except through deletion and instantiation of a
new pat h.

However, if an administratively specified explicit path is selected
with a "non-mandatory" preference rule attribute value, then the path
shoul d be used if feasible. Qherwi se, an alternate path can be
chosen instead by the underlying protocols.

5.6.2 Hierarchy of Preference Rules For Milti-Paths

In sone practical contexts, it can be useful to have the ability to
adm nistratively specify a set of candidate explicit paths for a
given traffic trunk and define a hierarchy of preference relations on
the paths. During path establishnent, the preference rules are
applied to select a suitable path fromthe candidate list. Al so,

under failure scenarios the preference rules are applied to select an
alternate path fromthe candidate |ist.
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5.6.3 Resource Class Affinity Attributes

Resource class affinity attributes associated with a traffic trunk
can be used to specify the class of resources (see Section 6) which
are to be explicitly included or excluded fromthe path of the
traffic trunk. These are policy attributes which can be used to

i npose additional constraints on the path traversed by a given
traffic trunk. Resource class affinity attributes for a traffic can
be specified as a sequence of tuples:

<resource-class, affinity>, <resource-class, affinity>

The resource-class paraneter identifies a resource class for which an
affinity relationship is defined with respect to the traffic trunk
The affinity paraneter indicates the affinity relationship; that is,
whet her nenmbers of the resource class are to be included or excluded
fromthe path of the traffic trunk. Specifically, the affinity
paranmeter may be a binary variabl e which takes one of the follow ng
val ues: (1) explicit inclusion, and (2) explicit exclusion

If the affinity attribute is a binary variable, it may be possible to
use Bool ean expressions to specify the resource class affinities
associated with a given traffic trunk

If no resource class affinity attributes are specified, then a "don't
care" affinity relationship is assuned to hold between the traffic
trunk and all resources. That is, there is no requirenent to
explicitly include or exclude any resources fromthe traffic trunk's
path. This should be the default in practice.

Resource class affinity attributes are very useful and powerful
constructs because they can be used to inplenment a variety of
policies. For exanple, they can be used to contain certain traffic
trunks within specific topol ogical regions of the network.

A "constraint-based routing" franework (see section 7.0) can be used
to conpute an explicit path for a traffic trunk subject to resource
class affinity constraints in the follow ng manner

1. For explicit inclusion, prune all resources not bel onging
to the specified classes prior to perform ng path computation

2. For explicit exclusion, prune all resources belonging to the
specified classes before performing path placenment conputations.
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5.6.4 Adaptivity Attribute

Net wor k characteristics and state change over tine. For exanple, new
resources become available, failed resources becone reactivated, and
al | ocated resources becone deal |l ocated. In general, sonetinmes nore
efficient paths becone available. Therefore, froma Traffic

Engi neering perspective, it is necessary to have admnistrative
control paraneters that can be used to specify how traffic trunks
respond to this dynamism In sone scenarios, it might be desirable to
dynam cal |l y change the paths of certain traffic trunks in response to
changes in network state. This process is called re-optimzation. |In
ot her scenarios, re-optimzation m ght be very undesirable.

An Adaptivity attribute is a part of the path mai ntenance paraneters
associated with traffic trunks. The adaptivity attribute associ ated
with a traffic trunk indicates whether the trunk is subject to re-
optim zation. That is, an adaptivity attribute is a binary variable
whi ch takes one of the follow ng values: (1) permt re-optimnzation
and (2) disable re-optinization.

If re-optimzation is enabled, then a traffic trunk can be rerouted
through different paths by the underlying protocols in response to
changes in network state (primarily changes in resource
availability). Conversely, if re-optimzation is disabled, then the
traffic trunk is "pinned" to its established path and cannot be
rerouted in response to changes in network state.

Stability is a major concern when re-optim zation is permtted. To
promote stability, an MPLS inpl ementation should not be too reactive
to the evolutionary dynanmics of the network. At the sane tine, it
nust adapt fast enough so that optinmal use can be nmade of network
assets. This inplies that the frequency of re-optimzation should be
admini stratively configurable to allow for tuning.

It is to be noted that re-optim zation is distinct fromresilience. A
different attribute is used to specify the resilience characteristics
of a traffic trunk (see section 5.9). In practice, it would seem
reasonable to expect traffic trunks subject to re-optimzation to be
implicitly resilient to failures along their paths. However, a
traffic trunk which is not subject to re-optim zation and whose path
is not admnistratively specified with a "mandatory" attribute can

al so be required to be resilient to Iink and node failures along its
est abl i shed path

Formally, it can be stated that adaptivity to state evolution through
re-optimzation inplies resilience to failures, whereas resilience to
failures does not inply general adaptivity through re-optim zation to
state changes.
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5.6.5 Load Distribution Across Parallel Traffic Trunks

Load distribution across multiple parallel traffic trunks between two
nodes is an inportant consideration. |In many practical contexts, the
aggregate traffic between two nodes may be such that no single |ink
(hence no single path) can carry the | oad. However, the aggregate
flow mi ght be | ess than the maxi num perm ssible flow across a "m n-
cut" that partitions the two nodes. In this case, the only feasible
solution is to appropriately divide the aggregate traffic into sub-
streans and route the sub-streanms through multiple paths between the
two nodes.

In an MPLS donmain, this problemcan be addressed by instantiating
multiple traffic trunks between the two nodes, such that each traffic
trunk carries a proportion of the aggregate traffic. Therefore, a
flexi bl e means of |oad assignnent to nultiple parallel traffic trunks
carrying traffic between a pair of nodes is required.

Specifically, froman operational perspective, in situations where
parallel traffic trunks are warranted, it would be useful to have
some attribute that can be used to indicate the relative proportion
of traffic to be carried by each traffic trunk. The underlying
protocols will then map the load onto the traffic trunks according to
the specified proportions. It is also, generally desirable to

mai ntai n packet ordering between packets belong to the sane mcro-

fl ow (sane source address, destination address, and port nunber).

5.7 Priority attribute

The priority attribute defines the relative inportance of traffic
trunks. If a constraint-based routing franework is used with MPLS,
then priorities beconme very inportant because they can be used to
determ ne the order in which path selection is done for traffic
trunks at connection establishment and under fault scenari os.

Priorities are also inportant in inplenmentations pernmitting
preenpti on because they can be used to inpose a partial order on the
set of traffic trunks according to which preenptive policies can be
actual i zed.

5.8 Preenption attribute
The preenption attribute deternines whether a traffic trunk can
preenpt another traffic trunk froma given path, and whet her anot her

traffic trunk can preenpt a specific traffic trunk. Preenption is
useful for both traffic oriented and resource oriented performance
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obj ectives. Preenption can used to assure that high priority traffic
trunks can always be routed through relatively favorable paths within
a differentiated services environnent.

Preenption can al so be used to inplenent various prioritized
restoration policies followi ng fault events.

The preenption attribute can be used to specify four preenpt nodes
for a traffic trunk: (1) preenptor enabled, (2) non-preenptor, (3)
preenptabl e, and (4) non-preenptable. A preenptor enabled traffic
trunk can preenmpt lower priority traffic trunks designated as
preenmptable. A traffic specified as non-preenptabl e cannot be
preenpted by any other trunks, regardless of relative priorities. A
traffic trunk desi gnated as preenptable can be preenpted by higher
priority trunks which are preenptor enabl ed.

It istrivial to see that some of the preenpt nodes are mutually
excl usive. Using the nunbering schene depicted above, the feasible
preenpt node conbinations for a given traffic trunk are as foll ows:
(1, 3, (1, 4, (2, 3), and (2, 4). The (2, 4) conbination should be
the default.

A traffic trunk, say "A"', can preenpt another traffic trunk, say "B",
only if *all* of the following five conditions hold: (i) "A" has a
relatively higher priority than "B", (ii) "A" contends for a resource
utilized by "B", (iii) the resource cannot concurrently acconmodat e
"A" and "B" based on certain decision criteria, (iv) "A" is preenptor
enabl ed, and (v) "B" is preenptable.

Preenmption is not considered a nmandatory attribute under the current
best effort Internet service nodel although it is useful. However, in
a differentiated services scenario, the need for preenption becones
nore conpel ling. Mreover, in the energing optical internetworking
architectures, where sone protection and restoration functions may be
mgrated fromthe optical layer to data network el ements (such as
gigabit and terabit |abel switching routers) to reduce costs,
preenptive strategies can be used to reduce the restoration tine for
high priority traffic trunks under fault conditions.

5.9 Resilience Attribute

The resilience attribute determ nes the behavior of a traffic trunk
under fault conditions. That is, when a fault occurs along the path
through which the traffic trunk traverses. The foll owi ng basic
probl ems need to be addressed under such circunstances: (1) fault
detection, (2) failure notification, (3) recovery and service
restoration. Obviously, an MPLS inplementation will have to

i ncorporate nmechani sns to address these issues.
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Many recovery policies can be specified for traffic trunks whose
establ i shed paths are inpacted by faults. The foll owi ng are exanpl es
of feasible schemnes:

1. Do not reroute the traffic trunk. For exanple, a survivability
schene may already be in place, provisioned through an
al ternat e nmechani sm which guarantees service continuity
under failure scenarios wi thout the need to reroute traffic
trunks. An example of such an alternate schene (certainly
many others exist), is a situation whereby multiple paralle
| abel switched paths are provisioned between two nodes, and
function in a manner such that failure of one LSP causes the
traffic trunk placed on it to be mapped onto the renmining LSPs
according to sone well defined policy.

2. Reroute through a feasible path with enough resources. |If none
exi sts, then do not reroute.

3. Reroute through any avail able path regardl ess of resource
constraints.

4. Many ot her schemes are possible including some which night be
conbi nati ons of the above.

A "basic" resilience attribute indicates the recovery procedure to be
applied to traffic trunks whose paths are inpacted by faults.
Specifically, a "basic" resilience attribute is a binary variable

whi ch determ nes whether the target traffic trunk is to be rerouted
when segnents of its path fail. "Extended"” resilience attributes can
be used to specify detailed actions to be taken under fault

scenarios. For exanple, an extended resilience attribute m ght
specify a set of alternate paths to use under fault conditions, as
well as the rules that govern the relative preference of each

speci fied path.

Resilience attributes mandate cl ose interacti on between MPLS and
routing.

5.10 Policing attribute

The policing attribute determ nes the actions that should be taken by
the underlying protocols when a traffic trunk becones non-conpliant.
That is, when a traffic trunk exceeds its contract as specified in
the traffic paraneters. GCenerally, policing attributes can indicate
whet her a non-conformant traffic trunk is to be rate limted, tagged,
or simply forwarded wi thout any policing action. |If policing is
used, then adaptations of established algorithns such as the ATM
Forum s GCRA [11] can be used to performthis function.
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Policing is necessary in many operational scenarios, but is quite
undesirable in some others. In general, it is usually desirable to
police at the ingress to a network (to enforce conpliance with
service level agreenents) and to mnimze policing within the core,
except when capacity constraints dictate otherw se.

Therefore, froma Traffic Engi neering perspective, it is necessary to
be able to administratively enable or disable traffic policing for
each traffic trunk.

6.0 Resource Attributes

Resource attributes are part of the topol ogy state paraneters, which
are used to constrain the routing of traffic trunks through specific
resour ces.

6.1 Maxi mum Al l ocation Multiplier

The maxi mum al | ocation nmultiplier (MAM of a resource is an

adm ni stratively configurable attribute which determ nes the
proportion of the resource that is available for allocation to
traffic trunks. This attribute is nostly applicable to Iink
bandwi dt h. However, it can also be applied to buffer resources on
LSRs. The concept of MAMis anal ogous to the concepts of subscription
and booking factors in frame relay and ATM networKks.

The val ues of the MAM can be chosen so that a resource can be under-
all ocated or over-allocated. A resource is said to be under-
allocated if the aggregate demands of all traffic trunks (as
expressed in the trunk traffic paraneters) that can be allocated to
it are always |l ess than the capacity of the resource. A resource is
said to be over-allocated if the aggregate demands of all traffic
trunks allocated to it can exceed the capacity of the resource.

Under-al | ocati on can be used to bound the utilization of resources.
However,the situation under MPLS is nore conplex than in circuit
swi t ched schenes because under MPLS, sone flows can be routed via
conventional hop by hop protocols (also via explicit paths) w thout
consideration for resource constraints.

Over-allocation can be used to take advantage of the statistica
characteristics of traffic in order to inplenent nore efficient
resource allocation policies. In particular, over-allocation can be
used in situations where the peak denmands of traffic trunks do not
coincide in tinme.

Awduche, et al. I nf or mati onal [ Page 21]



RFC 2702 MPLS Traffic Engineering Sept ember 1999

6.2 Resource C ass Attribute

Resource class attributes are admi nistratively assigned paraneters
whi ch express sone notion of "class" for resources. Resource class
attributes can be viewed as "col ors" assigned to resources such that
the set of resources with the sane "col or" conceptually belong to the
sanme class. Resource class attributes can be used to inplenent a
variety of policies. The key resources of interest here are |inks.
When applied to links, the resource class attribute effectively
becomes an aspect of the "link state" paraneters.

The concept of resource class attributes is a powerful abstraction
Froma Traffic Engineering perspective, it can be used to inplenent
many policies with regard to both traffic and resource oriented
performance optimn zation. Specifically, resource class attributes can
be used to:

1. Apply uniformpolicies to a set of resources that do not need
to be in the sanme topol ogi cal region

2. Specify the relative preference of sets of resources for
pat h pl acenent of traffic trunks.

3. Explicitly restrict the placenment of traffic trunks
to specific subsets of resources.

4. |1 nplenment generalized inclusion / exclusion policies.

5. Enforce traffic locality containment policies. That is,
pol i ci es that seek to contain local traffic within
speci fic topol ogi cal regions of the network.

Additionally, resource class attributes can be used for
identification purposes.

In general, a resource can be assigned nore than one resource cl ass
attribute. For example, all of the OC-48 links in a given network may
be assigned a distinguished resource class attribute. The subsets of
OC-48 links which exist with a given abstraction donain of the
networ k may be assigned additional resource class attributes in order
to i mpl enent specific containnent policies, or to architect the
network in a certain manner.

7.0 Constraint-Based Routing
Thi s section discusses the issues pertaining to constraint-based

routing in MPLS domains. In contenporary term nol ogy, constraint-
based routing is often referred to as "QS Routing" see [5,6,7,10].
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Thi s docunent uses the term "constraint-based routing" however,
because it better captures the functionality envisioned, which
general | y enconpasses QoS routing as a subset.

constraint-based routing enabl es a demand driven, resource
reservation aware, routing paradigmto co-exist with current topol ogy
driven hop by hop Internet interior gateway protocols.

A constraint-based routing framework uses the follow ng as input:
- The attributes associated with traffic trunks.
- The attributes associated with resources.
- O her topology state information.

Based on this information, a constraint-based routing process on each
node automatically conputes explicit routes for each traffic trunk
originating fromthe node. In this case, an explicit route for each
traffic trunk is a specification of a | abel switched path that

sati sfies the demand requirements expressed in the trunk’s
attributes, subject to constraints inposed by resource availability,
adm ni strative policy, and other topology state informtion

A constraint-based routing framework can greatly reduce the |evel of
manual configuration and intervention required to actualize Traffic
Engi neering policies.

In practice, the Traffic Engineer, an operator, or even an autonaton
will specify the endpoints of a traffic trunk and assign a set of
attributes to the trunk whi ch encapsul ate the performance
expectati ons and behavi oral characteristics of the trunk. The
constraint-based routing framework is then expected to find a
feasible path to satisfy the expectations. |If necessary, the Traffic
Engi neer or a traffic engineering support system can then use

adm nistratively configured explicit routes to performfine grained
optim zati on.

7.1 Basic Features of Constraint-Based Routing

A constraint-based routing framework should at |east have the
capability to automatically obtain a basic feasible solution to the
traffic trunk path placenent problem

In general, the constraint-based routing problemis known to be
intractable for nobst realistic constraints. However, in practice, a
very sinple well known heuristic (see e.g. [9]) can be used to find a
feasible path if one exists:
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- First prune resources that do not satisfy the requirenents of
the traffic trunk attributes.

- Next, run a shortest path algorithmon the residual graph

Clearly, if a feasible path exists for a single traffic trunk, then
the above sinple procedure will find it. Additional rules can be
specified to break ties and performfurther optinizations. In
general , ties should be broken so that congestion is mninized. Wen
multiple traffic trunks are to be routed, however, it can be shown
that the above algorithmmay not always find a nmapping, even when a

f easi bl e mappi ng exi sts.

7.2 I nplenmentation Considerations

Many commercial inplenentations of frame relay and ATM switches

al ready support some notion of constraint-based routing. For such
devices or for the novel MPLS centric contraptions devised therefrom
it should be relatively easy to extend the current constraint-based
routing inplenentations to acconmbpdate the peculiar requirenents of
MPLS.

For routers that use topol ogy driven hop by hop I GPs, constraint-
based routing can be incorporated in at |east one of two ways:

1. By extending the current |IGP protocols such as OSPF and IS-1S to
support constraint-based routing. Effort is already underway to
provi de such extensions to OSPF (see [5,7]).

2. By adding a constraint-based routing process to each router which
can co-exist with current 1GPs. This scenario is depicted

in Figure 1.
| Management |nterface |

| | |

| MPLS | <->| Constraint-Based | | Conventional

| | | Routing Process | | |IGP Process

| |

| Resource Attribute | | Link State
| Availability Database | | Database |

Figure 1. Constraint-Based Routing Process on Layer 3 LSR
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There are nmany inportant details associated with inplenenting
constraint-based routing on Layer 3 devices which we do not discuss
here. These include the foll ow ng:

- Mechani sns for exchange of topology state information
(resource availability information, link state information,
resource attribute informati on) between constraint-based
routing processes.

- Mechani sns for mai ntenance of topol ogy state information.

- Interaction between constraint-based routing processes and
conventional | GP processes.

- Mechani sns to acconmpdate the adaptivity requirenments of
traffic trunks.

- Mechani sns to acconmpdate the resilience and survivability
requirements of traffic trunks.

In summary, constraint-based routing assists in performance

optim zation of operational networks by automatically finding
feasible paths that satisfy a set of constraints for traffic trunks
It can drastically reduce the ambunt of adm nistrative explicit path
configuration and manual intervention required to achieve Traffic
Engi neering obj ecti ves.

8.0 Concl usi on

This manuscript presented a set of requirenents for Traffic

Engi neeri ng over MPLS. Many capabilities were described ained at
enhancing the applicability of MPLS to Traffic Engineering in the
I nt ernet.

It should be noted that sone of the issues described here can be
addressed by incorporating a mninmal set of building blocks into
MPLS, and then using a network nanagenment superstructure to extend
the functionality in order to realize the requirenents. Al so, the
constraint-based routing framework does not have to be part of the
core MPLS specifications. However, MPLS does require some interaction
with a constraint-based routing framework in order to neet the
requirenents.
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9.0 Security Considerations

10.

Thi s docunent does not introduce new security issues beyond those

i nherent in MPLS and may use the same mechani sms proposed for this
technology. It is, however, specifically inportant that manipul ation
of adm nistratively configurable paraneters be executed in a secure
manner by authorized entities.
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