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Abstract

6LOWPAN networks rely on application protocols |ike CoAP to enabl e
RESTf ul connunlcatlons in constrained environnents. Many of these
net wor ks nmake use of "Sleepy Nodes": battery powered devices that
swtch off their (radio) interface during nost of the tinme to
conserve battery energy. As a result of this, Sl eepy Nodes cannot be
reached nost of the tinme. This fact prevents using nornma

comuni cation patterns as specified in the CoRE group, since the
server-nodel is not applicable to these devices. This docunent

di scusses and specifies an architecture to support Sl eepy Nodes such
as battery-powered sensors in 6LOWPAN networks with the goal of
guiding and stinulating the discussion on Sl eepy Nodes support for
CoAP in the CoRE WG

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nay al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft wll expire on Septenber 10, 2015.
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Aut hors’ Addresses . . . . . . . . . . . . . . . . . . . . . . . 1o
1. | nt roducti on

6LOWPAN networks rely on application protocols such as CoAP to enabl e
RESTf ul comruni cations in constrai ned environnents. Many of these
networks feature "Sl eepy Nodes": battery-powered nodes which switch
on/off their comunication interface to conserve battery energy. As
a result of this, Sleepy Nodes cannot be reached nost of the tine.
This fact prevents using normal conmuni cation patterns as specified
by the CoRE group, since the server nodel is clearly not applicable
to the nost energy constrai ned devi ces.

Thi s docunent di scusses and specifies an architecture to support

Sl eepy Nodes such as battery-powered sensors in 6LOWPAN net works.
The proposed sol uti on makes use of a Proxy Node to which a Sl eepy
Node del egates part of its comunication tasks while it is not
accessible in the 6LOWAN network. Direct interactions between

Sl eepy Nodes and non- Sl eepy Nodes are only possible, when the Sl eepy
Node initiates the conmunicati on.

Earlier related docunents treating the sleepy node subject are the
CoRE mrror server [|I-D.vial-core-mrror-server] and the Publish-
Subscribe in the Constrai ned Application Protocol (CoAP)

[1-D. koster-core-coap-pubsub]. Both docunents describe the
interfaces to the proxy acconpanying the sleepy node. Both nmake use
of the observe option discussed in [I-D.ietf-core-observe]. This
docunent describes the roles of the nodes comunicating with the

sl eepy node and/or its proxy. As such it contributes to
under st andi ng how wel | the other proposals support the operation of
t he sl eepy nodes in a building control context.

The issues that need to be addressed to provide support for Sleepy
Nodes in 6LOWPAN networks are summarized in Section 1.1. Section 2
shows the comruni cations patterns involving Sl eepy Nodes in 6LOWAN
networks. Section 3 provides a set of use case descriptions that
illustrate how these comruni cation patterns can be used in hone and
bui | di ng control scenarios. For each of these scenarios, the

behavi our of the Sl eepy Node is explained in Section 5.

1.1. Pr obl em st at enent

During typical operation, a Sleepy Node has its radi o disabled and
the CPU may be in a sleeping state. |[|f an external event occurs
(e.g. person walks into the roomactivating a presence sensor), the
CPU and radi o are powered back on and they send out an event nessage
to another node, or to a group of nodes. After sending this nessage,
the radio and CPU are powered off again, and the Sl eepy Node sl eeps
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until the next external event or until a predefined tinme period has
passed. The mai n problens when introducing Sl eepy Nodes into a
6LOoWPAN network are as foll ows:

Problem 1: How to contact a Sl eepy Node that has its radio turned off
nost of the tinme for:

- Witing configuration settings.
- Readi ng out sensor data, settings or |og data.
- Configuring additional event destination nodes or node groups.

Probl em 2: How to discover a Sleepy Node and its services, while the
node i s asl eep:

- Direct node discovery (CoAP CET /.well-known/core as defined in
[ RFC7252]) does not find the node with high probability.

- Mechani sns may be needed to provide, as the result of node
di scovery, the I P address of a Proxy instead of the |IP address of
the node directly.

Probl em 3: How a Sl eepy Node can convey data to a node or groups of
nodes, with good reliability and m nimal energy consunption.

1.2. Assunptions

The solution architecture specified here assunes that a Sl eepy Node
has enough energy to perform bidirectional communication during its
normal operational state. This solution may be applicable also to
extrene | ow power devices such as sol ar powered sensors as |ong as

t hey have enough energy to perform comm ssioning and the initial

regi stration steps. These installation operations may require, in
sone cases, an additional source of power. Since a Sleepy Node is
unreachable for relatively long periods of tines, the data exchanges
in the interaction nodel are always initiated by a Sl eepy Node when
its sleep period ends.

1.3. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
Thi s docunment assumes readers are famliar with the terns and

concepts discussed in [ RFC7252], [ RFC5988],
[I-D.ietf-core-resource-directory],
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[I-D.ietf-core-interfaces],[|-D.ietf-core-observe] and
[I-D.vial-core-mrror-server].

In addition, this docunent makes use of the follow ng additional
t er m nol ogy:

Sl eepy Node: a battery-powered node which does the on/off swtching
of its conmunication interface wth the purpose of conserving battery
ener gy

Sl eepi ng/ Asl eep: A Sl eepy Node being in a "sleeping state" i.e. its
network interface is switched off and a Sl eepy Node is not able to
send or receive nmessages.

Awake/ Not Sl eepi ng: A Sl eepy Node being in an "awake state"” i.e. its
network interface is switched on and the Sl eepy Node is able to send
or receive nessages.

Wake up reporting duration: the duration between a wake up froma
Sl eepy Node and the next wake up and report of the sane Node.

Proxy: any node that is configured to, or selected to, perform
comuni cation tasks on behalf of one or nore Sl eepy Nodes.

Regul ar Node: any node in the network which is not a Proxy or a
Sl eepy Node.

Readi ng Node: any regul ar node that reads information fromthe Sl eepy
Node.

Configuring Node: any regular node that wites information/
configuration into Sl eepy Node(s). Exanples of configuration are new
t hreshol ds for a sensor or a new value for the wake-up cycle tine.

Di scovering Node: any regular node that perfornms discovery of the
nodes in a network, including Sleepy Nodes.

Destinati on Node: any regular node or node in a group that receives a
nmessage that is generated by the Sl eepy Node.

Server Node: an optional server that the Sl eepy Node knows about, or
is told about, which is used to fetch information/configuration/
firmvare updates/etc.

Di scovery Server: an optional server that enables nodes to discover

all the devices in the network, including Sleepy Nodes, and query
their capabilities. For exanple, a Resource Directory server as
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2.

defined in [I-D.ietf-core-resource-directory] or a DNS-SD server as
defined in [ RFC6763].

Sol uti on Architecture

The solution architecture described in this docunent makes use of a
Proxy Node to which a Sl eepy Node del egates part of its comrunication
tasks during its sleeping periods. 1In particular, the solution is
based on the set of functionalities described in
[I-D.vial-core-mrror-server] according to which a Proxy Node hosts a
"del egated’ version of the original CoAP resources of the Sleepy
Node. [I-D.vial-core-mrror-server] provides the interface to

regi ster, update and renove proxied resources, along with the
interface to read and update the proxied resources by both the Sl eepy
Node and Regul ar Nodes.

Figure 1 provides an overview of the conmunication interfaces
required to support a Sleepy Node in a 6LOWPAN Network, highlighting
the different types and roles of the Nodes (shown as bl ocks) al ong
with the interactions between them The interfaces are depicted as
arrows. The arrows point fromthe Node taking the comunication
initiative to the target Node.

In sonme inplenentations, the roles of Proxy and Di scovery Server
could be inplenented by a single node. Furthernore, a single Node
could act in a conbination of roles (e.g. it may play both the role
of di scovering node and Configuring Node).
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. + . +
| Discovery | <-DI SCOVERY-| Discovering |
| server | | Node |
| (Optional) | R LT +
Fommm e e + |
.--DI SCOVERY- -’ 4--------- +
| | Reading |
| o= Node |
\Y | Fem - - - +
IR —— + Fommm e + |
| Sleepy |---REPORT(A)-->] | <--READ- -’ 4---------mm-- +
| Node | ---READ------- >| Pr oxy | <--WRITE----| Configuring
| |---WRI TE--- - - - >| | | Node |
S + R + o e - +
| | | hesesooena +
| | '---REPORT(B)-> Destination
| Te---- DI RECT REPORT---------------------- >| Node |
| S +
| R +
IR READ- - - -----mmmmmme e oo >  Server |
| Node |
T +

Figure 1. Interaction nodel for Sleepy Nodes in 6LOowWPAN networ ks

3. Use case scenari os

To descri be the application viewoint of the solution, we introduce
sone exanpl e scenarios for the various interface functions in

Figure 1, assumng the Sleepy Node to be a sensor device in a hone or
a building control context.

Function 1. a Node DI SCOVERs Sl eepy Node(s) (via Proxy or Discovery
Server); for exanple:

- A Node wants to discover given services related to a group of
depl oyed sensors via nulticast. It gets responses for the
sl eepi ng sensors fromthe Proxy nodes.

- During conmm ssioning phase, a configuring node queries a
Di scovery Server to find all the proxies providing a given
servi ce.

Function 2: Sl eepy Node REPORTs event to other Node(s) (directly or
via Proxy); for exanple:
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- A battery-powered sensor sends an event "battery |low' directly
to a designated reporting |ocation Node.

- A battery-powered occupancy sensor detects an event "people
present”, switches on the radio and sends a request to one or a
group of lights to turn on.

- A battery-powered tenperature sensor reports periodically the
roomtenperature to a designated Node that controls HVAC devi ces.
The sensor reports also extra events when the tenperature change
devi ates from a predefined range.

Function 3: Sleepy Node WRITEs information to the Proxy; for exanple:

- A battery-powered sensor wants to extend the registration
lifetime of its del egated resource at the Proxy.

Function 4: Sleepy Node READs from ot her Node(s) (directly or via
Proxy); for exanpl e:

- A sensor (periodically) updates internal data tables by fetching
it froma predeterm ned renote node.

- A sensor (periodically) checks for newfirmvare with a renote
node. |If new firmvare is found, the sensor switches to a non-
sl eepy operation node, and fetches the data.

- A sensor (periodically) checks with his Proxy availability of
configuration updates or changes of its del egated resources (e.qg.
a sensor may detect in this way that a configuring Node has
changed its name or nodified its reporting frequency).

Function 5: Node READs information from Sl eepy Node(s) (via Proxy

onl

Zotti,

y); for exanple

- A Node (e.g. in the backend) requests the status of a depl oyed
sensor, e.g. asking the sensor state and/or firmwvare version and/
or battery status and/or its error log. The Proxy returns this

i nformati on.

A Node requests a Proxy when a Sl eepy sensor was 'l ast active’
(i.e. identified as being awake) in the network.

- An aut horized Node adds a new subscription to an operati onal

sensor via the Proxy. Fromthat nonment on, the new Node receives
al so the sensor events and status updates fromthe sensor.
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Function 6: A Node WRITEs information to a Sl eepy Node (via Proxy
only); for exanple:

- An aut horized Node changes the reporting frequency of a depl oyed
sensor by contacting the Proxy node to which the sensor is
regi stered.

- Sensor firmmvare i s upgraded. An authorized Node pushes firmare
data bl ocks to the Proxy, which pushes the bl ocks to the Sl eepy
Node.
4. Initial operations
In order to becone fully operational in a network and to conmuni cate
over the interfaces shown in Figure 1, a Sleepy Node needs first to
perform some initial operations:

- Discovery of Proxy (directly or via D scovery Server)

Regi stration of resources to del egate at a Proxy

Initialization of its del egated resources at the Proxy

Regi stration to a Discovery Server via Proxy (optional)

S +
| Discovery |
.-Proxy D scovery-->| server | <-- Regi ster Sl eepy-.
| | (Optional) | Node |
| T + |
| |
IR —— + Fommm e + |
| | ----Direct Proxy Discovery--->| | |
| Sleepy |----Register Resources------- >| Pr oxy | ----- '
| Node |----Initialize Resources----- >| |
oo oo - - - + oo e oo - - +

Figure 2: Overview of initial operations
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4.1. Proxy Discovery

A Sl eepy Node can find a Proxy inplenmenting resource cache
functionalities to which it can delegate its own resources by means
of :

1. Discovery via D scovery Server: this interface is the default one
supplied by the D scovery Server, e.g. CoRE Resource Directory
[I-D.ietf-core-resource-directory] or DNS-SD [ RFC6763].

2. Direct Discovery: a CoAP nulticast CET request can be perforned
on the /.well-known/core resource as specified for CoAP in
[ RFC7390] .

In both cases, a query can be done for the core.ns resource type,
defined in [I-D.vial-core-mrror-server].

In a system The Proxy discovery can be performed even in both ways
(e.g. if Discovery via Discovery Server fails, the Sl eepy Node can
try Direct Discovery).

4.2. Registration at a Proxy

Once a Sl eepy Node has discovered a Proxy by neans of one of the
procedures descri bed above, the registration step can be perforned.
To performregistration, a Sl eepy Node sends to the Proxy Node a CoAP
POST request containing a description of the resources to be

del egated to the Proxy as the nmessage payload in the CoRE Link
Format. The description of the resource includes the Sleepy Node
identifier, its domain and the lifetine of the registration. The

Li nk Format description is identical to the /.well-known/core
resource. At the nonent of the registration at the Proxy, the Sl eepy
Node may specify the "obs’ attribute to indicate to the Proxy that a
CoAP observation rel ati onship between the del egated resource and a
client is allowed and can be perforned as described in | ETF Draft
CoRE Observe [I-D.ietf-core-observe]. Upon successful registration,
the Proxy creates a new resource and returns its |ocation.

4.3. Initialization of Del egated Resource

Once registration has been successfully perforned, the Sl eepy Node
must initialize the del egated resource before it can be visible in
Resource Di scovery via the Proxy Node. To send the initial contents
(e.g. values, device nane, manufacturer nane) of the del egated
resources to the Proxy, the Sl eepy Node uses CoAP PUT repeatedly.
The use of repeated CoAP PUT can be avoided by witing all rel evant
resources into the Proxy in one operation by neans of the Batch
interface described in [I-D.ietf-core-interfaces] After successful
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initialization, a Proxy should enable resource discovery for the new
del egated resources by updating its /.well-known/core resource.

4.4. Proxy registers at a Discovery Server on behalf of Sleepy Node

Once a Sl eepy Node has registered itself to a Proxy, the Proxy has
the responsibility to register the Sleepy Node to a Discovery Server
and to keep this registration up-to-date. This interface, not to be
confused with the interface in which the Sl eepy Node registers its
resources to a Proxy, is required whenever a Discovery Server is
present in the network. There may be in fact deploynents that do not
have a Discovery Server. At run-time, the Proxy will try to find a
Di scovery Server and if such server is found it wll register the

Sl eepy Node. The details of the interface are exactly according to
the respective Discovery Server specification. A special case n ght
be when Proxy and Di scovery Server are enbodied by the sane node. In
this case the registration occurs as an internal process within the
Proxy Node itself, upon registration of the Sleepy Node at the Proxy.

5. Interfaces during operation

This section details the scope and behavi our of each interface
function specified in the architecture in Figure 1.

5.1. Discovering Node D SCOVERs Sl eepy Node via Discovery Server

Through this interface, a Discovering Node can di scover one or nore
Sl eepy Node(s) through a Discovery Server. The interface is the
default one supplied by the D scovery Server, e.g. CoRE Resource
Directory or DNS-SD.

5.2. Discovering Node DI SCOVERs S| eepy Node via Proxy

Through this interface, a Discovering Node can di scover one or nore
Sl eepy Node(s) through a Proxy. |In case a D scovery Server is not
active in a system this is the only way to discover Sleepy Nodes. A
CoAP client discovers resources owed by the Sl eepy Node but hosted
on the Proxy using typical nechani snms such as one or nore GETs on the
resource /.well-known/core [ RFC6690].

5.3. Sleepy Node REPCRTs events directly to Destination Node
When the Sl eepy Node needs to report an event to Destination nodes or
groups of Destination nodes present in the subscribers list, it

becones Awake and then it can use standard CoAP POST uni cast or
mul ti cast requests to report the event.
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5.4. Sleepy Node REPORTs event to Destination Node(s) via Proxy

This interface can be used by the Sl eepy Node to communi cate a sensor
event report message to Proxy (REPORT A) which will further notify it
to interested Destination Node(s) (REPORT B) that are not directly
present in the subscribers list of the Sl eepy Node itself. This
indirect reporting is useful for a scalable solution, e.g. there may
be many interested subscribers but the Sl eepy Node itself can only
support a limted nunber of subscribers given its limts on battery
energy. The standard CoAP uni cast POST can be used to report events
to the Proxy (REPORT A), while the nechani sm according to which the
Proxy forwards the event to Destination Nodes (REPORT B) may be
linked to a specific protocol (for exanple: CoAP, HTTP, or publish/
subscribe as in MJIT). A client interested in the events rel ated
with a specific resource may send a CoAP GET to the Proxy, to obtain
the last published state. |If a Reading node is interested in
recei vi ng updates whenever the Sl eepy Node reports event to its
Proxy, it can performa subscription at the Proxy to that specific
resource. In this case, a standard CoAP CET with the CoAP (bserve
option on the del egated resource at the Proxy can be used, as
described in [I-D.ietf-core-observe].

5.5. Sleepy Node WRI TEs changed resource to Proxy

A Sl eepy Node can update a proxy resource at the Proxy using a
standard CoAP PUT requests on the proxied resource. This interface
is only needed when a resource can be changed on the Sl eepy Node
out si de the know edge of the Proxy, i.e. by an entity which is not
the Proxy. For exanple, a resource can be changed by the Sl eepy Node
itself. It is good practice, to avoid wite/wite conflicts at the
proxy side, to ensure that such frequently-updated resources are
read-only, e.g. the sensed tenperature value of a sensor can be read
by external nodes but not witten.

5.6. A Node WRITEs to Sl eepy Node via Proxy

A Configuring Node uses CoAP PUT to wite information (such as
configuration data) to the Proxy, where the information is destined
for a Sl eepy Node. Upon change of a del egated resource, an internal
flag is set in the Proxy that the specific resource has changed.

Next tinme the Sl eepy Node wakes up, the PS Node checks the Proxy for
any nodification of its delegated resources and reads those changed
resources using CoAP CET requests, as shown in Figure 3. The all owed
resources that a Configuring Node can wite to, and the CoAP Content -
Format of those CoAP resources, is determned in the initial

regi stration phase.
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5.7. Sleepy Node READs resource updates from Proxy

This interface allows a Sleepy Node to retrieve a |list of del egated
resources that have been nodified at the Proxy by other nodes. As in
[I-D.vial-core-mrror-server], the path /nms is used to store the

sl eepy node resources in the proxy.

The Sl eepy Node can send GET requests to its Proxy on each del egated
resource in order to receive their updated representation. The
exanple in Figure 3 shows a configuration node which changes the nane
of a Sl eepy Node at the Proxy. The Sl eepy Node can then check and
read the nodification in its resource.

| Node | | | | Node |

| <---PUT /ns/0/dev/n----|
| Payl oad: Sensorl |
Wake- up | ---2.04 Changed-------- >
event | |

I I I

| --POST / nms/0?chk------ > |
| <----2.04 Changed------ | |
| Payl oad: <ns/0/dev/n> | |
I I I
| ---GET / s/ 0/ dev/n---->| |
| <----- 2.05 Content----- | |
| Payl oad: Sensorl | |
I I

Figure 3. Exanple: A Sleepy Node READs resource updates fromhis
Pr oxy

5.8. A Node READs information from Sl eepy Node via Proxy

A Readi ng Node uses standard CoAP GET to read information of a Sl eepy
Node via a Proxy. However, not all information/resources fromthe

Sl eepy Node may be copied on the Proxy. |In that case, the Reading
Node cannot get direct access to resources that are not delegated to
the Proxy. The strategy to followin that case is to first WRITE to
t he Sl eepy Node (via the Proxy, Section 5.6) a request for reporting
this mssing information; where the request can be fulfilled by the
Sl eepy Node the next tine the Sl eepy Node wakes up.
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5.9. A Sleepy Node READs information froma Server Node

A Sl eepy Node whil e Awake uses standard CoAP GET to read any
information froma Server Node. Wile the Sl eepy Node awaits a CoAP
response containing the requested information, it remains awake. To
i ncrease battery life of Sleepy Nodes, such an operation shoul d not
be perforned frequently.

6. Real i zati on wi th PubSub server

The registration and di scovery of the PubSub broker

[I-D. koster-core-coap-pubsub] is covered to the sane extent as

di scussed in this docunent. Not covered is the direct interaction
bet ween sl eepy node and destinati on nodes. The support from a server
node to initialize resources or other information also represents an
addition to PubSub broker.

In addition to the continuous updates provided by the PubSub broker,
t he ad- hoc query of val ues, the nmaintenance of operational
paraneters, the provision of direct update from sl eepy node to a
node, the reliability aspects of the update, and the concept of
groups are equally inportant topics that need consideration.

7. Acknow edgenents
TBD
8. | ANA Consi derati ons

The new Resource Type (rt=) Link Target Attribute, 'core.ns’ needs to
be registered in the "Resource Type (rt=) Link Target Attribute

Val ues" subregi stry under the "Constrai ned RESTful Environnments
(CoRE) Paraneters” registry. This is not yet done by
[I-D.vial-core-mrror-server].

9. Security Considerations

Layer 2 (MAC) security is used in all comrunication in the 6LoOWAN
network. A Sl eepy Node may obtain the Layer 2 network key using the
boot st rappi ng nmechani sm descri bed in

[I-D. kumar - 6l o-sel ective-bootstrap]. On top of this, DTLS and DTLS-
mul ti cast can be used for further transport-Ilayer protection of
messages between a Sl eepy Node and ot her nodes; and al so between a
Proxy and ot her nodes. There are no special adaptations needed of

t he DTLS handshake to support Sl eepy Nodes. During the whole
handshake, Sl eepy Nodes are required to renmain awake to avoid that,
in case of small retransm ssion tiners, the other node may think the
handshake nmessage was | ost and starts retransmtting. In view of
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this, the only key point, therefore, is that DILS handshakes are not
performed frequently to save on battery power. Based on the DTLS
aut henti cation, also an authorization nethod could be inplenented so
that only authorized nodes can e.g.

- Act as a Proxy for a Sleepy Node. (The Proxy shall be a trusted
device given its inportant role of storing values of paraneters
for the del egated resources);
- READ data from Sl eepy Nodes;
- WRITE data to Sl eepy Nodes (via the Proxy);
- Receive REPORTs from Sl eepy Nodes (direct or via Proxy).
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