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Abstract

Thi s docunent specifies a usecase, called BBU aggregation, for
integreting radio and optical networks. It ains to conpact several
lowutilized BBU cards into one BBU to inprove the BBU utilization.

A flexible optical fronthaul network is connecting BBU and RRU to
enabl e BBU aggregation by recongfiguring the |ightpath between BBU
and RRU. The procedure of the usecase is based on the unified radio
and optical control archtecture, and an extended OpenFl ow protocol is
introduced to realize the procedure.
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1. Introduction

BBU aggregation is to conpact some |lowutilized BBUs into one BBU to
i mprove the BBU utilization.ln order to do that, it changes the
connections of current RRU-BBU pairs, which is to reassociate the
RRUs of lowutilized BBUs with one BBU, and shut down the | ow
utilized BBUs to save the cost. This requires a flexible optical
fronthaul network, in which the |ightpath between the BBU and RRUs
can be reconfi gured.

To realize the BBU aggregation, radio and optical resources should be
jointly allocated, and radio and optical network devises should to be
si mut aneusly controlled. This nmeno introduces a nmechanismto
aggregate low utilized BBUs in a SDN-enabl ed radi o and opti cal

control architecture. The procedure of BBU aggregation contains the
following steps: 1) radio controller (Radio-C) sends OF nessages to
RRU A and BBU-A to inquire the current physical properties of radio
net wor ks, such as taffic load and BBU utilization. 2) RRU A and BBU A
reply the requested information to the Radio-C. 3) after obtaining
the reply nessage, the control plane will run BBU aggregati on schene
to get new RRU-BBU pairs with the corresponding |ightpath between
them 4) transport controller (Transport-C) sends OF nessages to

TN _As to establish the |ightpaths between the new RRU- BBU pairs.

2. Requirenents Language

The key words are "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOT", "SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTI ONAL" in
this docunent.

3. Term nol ogy

This meno uses the following terns: BBUA RRUA TN A Radio-C
Transport-C.

4. Mbti vati on

For real operational w reless networks, nobile subscribers have shown
a strong time-geonetry pattern, causing the base station utilization
to fluctuate over tinme and area. For exanple, when users are noving
to other areas, the BBU just stays in idle wwth a |arge anmount of its
processi ng power wasted.Iln addition, with the energi ng of massive
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small cells, dynam c RRU association is gaining nore and nore
attention to i nprove the energy saving and coordi nation efficiency.

To solve these problem turning off the lowutilized BBUs and
mgrating their RRUs to other active BBUs is an efficient nethod.
However, it is hard to realize dynam ¢ RRU BBU reassoci ati on because
of the independent control of radio and optical networks.

Therefore, this meno give a usecase to realize the BBU aggregati on by
joint allocation radio and optical resources in an unified control
pl ane.

5. Overview of BBU aggregation

An architectural protocol overview (the big picture of the protocol)
is provided in this section. Protocol details can be found in
further sections.

5.1. Pr obl em

Because the BBU aggregation is realized by the |ightpath
reconfiguration, a comunication protocol between the BBU A and RRU A
is needed. The communi cation protocol is designed specifically for
communi cations between a BBU A and a controller. A controller may
use the communication protocol to send a |lightpath reconfiguration
request to a BBU A and the BBU A may reply with a set of
reconfigured lightpaths if the |ightpaths satisfying the set of
constraints.

5.2. New Messages

The communi cati on protocol operates over TCP, which fulfills the
requirenents for reliable nmessaging and fl ow control w thout further
prot ocol work.

This nmeno define the foll ow ng new communi cati on protocol nessages
for BBU aggregati on:

Control |l er Request Message for RRU Feature (RRU Feature Req): A
nessage sent by a Controller to a RRU to request RRU Feature which
contains RRUID and RRUIP. A Controller MJST send RRU Feature
request nmessage to a RRU at initialization phase to get the

i nformati on about traffic | oad, wavel ength and correspondi ng BBUs.
The details of RRU Feature_ Req nessage is described in Section 6.1.

RRU Reply Message for RRU Feature (RRU Feature_ Rep): A nessage sent

by a RRUto a Controller to reply specific RRU Feature_ Req nessage,
whi ch contains the features of the RRUs, such as traffic | oad and
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correspondi ng BBUs. A RRU sends RRU Feature reply nmessage if and
only if it received related RRU Feature_Req nessage. The details of
RRU Feature_Rep nessage is described in Section 6. 2.

Control |l er Request Message for BBU Feature (BBU Feature Req): A
nmessage sent by a Controller to a BBU A to request BBU Feature which
contains BBU ID and BBU IP. A Controller MJST send RRU Feature
request nmessage to a BBU A at initialization phase to get the

i nformati on about traffic | oad, wavel ength and BBU status. The
details of BBU Feature Req nessage is described in Section 6. 3.

BBU Reply Message for BBU Feature (RRU Feature Rep): A nessage sent
by a BBU Ato a Controller to reply specific BBU Feature_Req nessage,
whi ch contains the features of the BBUs, such as traffic |oad and BBU
status. A BBU sends BBU Feature reply nessage if and only if it

recei ved rel ated BBU Feature_ Req nessage. The details of

BBU Feature_ Rep nessage is described in Section 6.4.

Control |l er Request Message for TN Feature (TN _Feature_Req): A nessage
sent by a Controller to a TN to request TN Feature which contains
node I D and node IP. A Controller MJST send TN Feature request
nessage to a TN at initialization phase to get the information about
port ,wavel ength and switch status. The details of TN Feature_Req
nmessage is described in Section 6.5.

TN Reply Message for RRU Feature (TN Feature_Rep): A nessage sent by
a TNto a Controller to reply specific TN Feature_Req nessage, which
contains the features of the TNs, such as port ,wavel ength and sw tch
status. A TN sends TN Feature reply nessage if and only if it
received related TN Feature Req nmessage. The details of

TN _Feature_Rep nessage is described in Section 6. 6.

Control |l er Request Message to BBU A for Lightpath Reconfiguration
(BBU_A Mod): A nessage sent by a Controller to a BBU A to request

i ght path reconfiguration which contains BBU ID, node |IP and BBU
status. A Controller MAY send |lightpath reconfiguration request
nmessage to a BBU A at any tinme as long as it consideres this
operation necessary. The details of BBU A Mbd nessage is descri bed
in Section 6.7.

BBU A Reply Message for Lightpath Reconfiguration (BBU A Rep): A
nmessage sent by a BBU Ato a Controller to reply specific BBU A Md
nmessage, which contains the configuration results of BBU As. A BBU A
sends |lightpath reconfiguration reply nessage if and only if it
received rel ated BBU A Mbd nessage. A BBU A Rep nessage can contain
either a set of reconfigurated lightpaths if the request can be
satisfied, or a negative reply if not. The negative reply nmay
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i ndicate the reason why the |ightpaths can not be reconfigurated.
The details of BBU A Rep nessage is described in Section 6. 8.

Control |l er Request Message to TN A for Lightpath Reconfiguration
(TN_A Mod): A nessage sent by a Controller to a TN A to request

i ghtpath reconfiguration which contains node_ID, node_IP , port,
wavel ength and swtch status. A Controller MAY send |ightpath
reconfiguration request nessage to a TN A at any tine as long as it
consideres this operation necessary. The details of TN A Mdd nessage
is described in Section 6.9.

TN_A Reply Message for Lightpath Reconfiguration (TN_A Rep): A
nmessage sent by a TN Ato a Controller to reply specific TN_.A Md
nmessage, which contains the configuration results of TN.As. A TN_A
sends lightpath reconfiguration reply nmessage if and only if it
received related TN A Mod nessage. A TN_A Rep nessage can contain
either a set of reconfigurated |ightpaths if the request can be
satisfied, or a negative reply if not. The negative reply nmay

i ndicate the reason why the |ightpaths can not be reconfigurated.
The details of TN A Rep nessage is described in Section 6.10.

5. 3. Nor mal Conmuni cati on Procedure
5.3. 1. Initialization Phase

The initialization phase consists of three subphases and each
subphase two successive steps.

In the first subphase, the two steps are (described in a schematic
formin Figure 1:

1) Establishnment of a TCP connection (3-way handshake) between the
RRU A and the Controller.

2) Establishnent of a session over the TCP connecti on.
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+ e
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(Initialize |
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|- >
|

Figure 1. Initialization Phase between the RRU A and the Controller

Once the TCP connection is established, the Controller and the RRU A
initiate session establishment during which various session
paraneters are negotiated. The Controller sends a RRU Feature
request to the RRU (RRU Feature_Req nessage).

Det ai | s about the RRU Feature Req nmessage can be found in
Section 6.1.

After received the RRU Feature_Req nessage, the RRU send a

RRU Feature_Rep nessage including the features of the RRUs, such as
traffic | oad, corresponding BBUs and potentially other detail ed
capabilities and policy rules that specify the conditions under which
path conputation requests may be sent to the Controller.

Detai |l s about the RRU Feature_Rep nessage can be found in
Section 6. 2.

Simlarly, in the second subphase, the two steps are (described in a
schematic formin Figure 2:

1) Establishnment of a TCP connection (3-way handshake) between the
BBU A and the Controller.

2) Establishnent of a session over the TCP connecti on.
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Figure 2: Initialization Phase between the BBU A and the Controller

Once the TCP connection is established, the Controller and the BBU A
initiate session establishment during which various session
paraneters are negotiated. The Controller sends a BBU A Feature
request to the BBU A (BBU Feature_Req nessage).

Det ai | s about the BBU Feature Req nessage can be found in
Section 6. 3.

After received the BBU Feature_Req nessage, the BBU send a

BBU Feature_Rep nessage including the features of the BBU as, such as
traffic | oad, BBU A status and potentially other detail ed
capabilities and policy rules that specify the conditions under which
path conputation requests may be sent to the Controller.

Detai |l s about the BBU Feature_Rep nessage can be found in
Section 6. 4.

Simlarly, in the third subphase, the two steps are (described in a
schematic formin Figure 3:

1) Establishnment of a TCP connection (3-way handshake) between the
TN_A and the Controller.

2) Establishnent of a session over the TCP connecti on.
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+- - +- + +- - - - -+
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Figure 3: Initialization Phasebetween the TN _A and the Controller

Once the TCP connection is established, the Controller and the TN_A
initiate session establishnment during which various session
paraneters are negotiated. The Controller sends a RRU Feature
request to the TN_A (TN _Feature_Req nessage).

Details about the TN Feature_ Req nessage can be found in Section 6.5.

After received the TN Feature_Req nessage, the TN send a

TN _Feature_Rep nessage including the features of the TNs, such as
traffic | oad, corresponding TNs and potentially other detailed
capabilities and policy rules that specify the conditions under which
path conputation requests may be sent to the Controller.

Detail s about the TN Feature_Rep nessage can be found in Section 6.6.

5.3.2. Lightpath Reconfiguration Request Sent by a Controller to a
BBU_A

Once a Controller has sucessfully established a session with one or
nore BBU As, if a lightpath reconfiguration event is triggered that
requires the reconfiguration of a set of lightpaths, the controller
first selects one or nore BBU As.

Once the Controller has selected a BBU A, it sends a BBU A Md
nmessage to the BBU A The process is shown in Figure 4.

Detail s about the BBU A Mbd nessage can be found in Section 6.7.
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Figure 4. Lightpath Reconfiguration Request to BBU A

+- 4o +- + S i
| BBU_A| | Controller|
+- - +-+ +- - - - -+
| | 1)Lightpath Reconfiguration Event
| | 2)Lightpath Reconfiguration Request
| | Sent to the BBU A
| <------ BBU A Mod------ |
I
|

5.3.3. Lightpath Reconfiguration Request Sent by a Controller to a TN_A

Once a Controller has sucessfully established a session with one or
nore TN As, if a lightpath reconfiguration event is triggered that
requires the reconfiguration of a set of lightpaths, the controller
first selects one or nore TN As.

Once the Controller has selected a BBU A it sends a TN Mbd nessage
to the TN.A. The process is shown in Figure 5.

Details about the TN Mod nessage can be found in Section 6.9.

+- 4o +- + S i

| TNLA | | Controller|

+ +- + +- - - - -+
| 1)Lightpath Reconfiguration Event
| 2)Lightpath Reconfiguration Request
|

+
|
| Sent to the TN A
I
I
|

Figure 5: Lightpath Reconfiguration Request to TN A
5.3.4. Lightpath Reconfiguration Reply Sent by a BBU A to a Controller
After receiving a lightpath reconfiguration request froma
Controller, the BBU A triggers a lightpath reconfiguration, If the
BBU A nanages to reconfigure a lightpath satisfies the set of

required constraints, the BBU A returns the result to the requesting
Controller. The process is shown in Figure 6.
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+-+-+-+ T
| BBU_A| | Controller|
+- - +-+ +- - - - -+

I

|

S BBU_A Mod------ |

Request Recei ved
2) Reconfiguration Succefully
3) Reconfiguration Result

I
I
|
1) Lightpath Reconfiguration |
I
|

Sent to the Controller |

Figure 6: Lightpath Reconfiguration Reply (Success) from BBU A

However, if no |lightpath could be found that satisfies the set of
constraints. In this case, a BBU A may provide the set of
constraints that led to the Iightpath reconfiguration failure. Upon
receiving a negative reply, a Controller may decide to resend a
nodi fi ed request or take any other appropriate action. The process
is shown in Figure 7.

- +- -+ S
| BBU_A| | Controller|
- -4+ oA - - -+
I I
I I
I I
| <----- BBU A Mod------- |
1) Lightpath Reconfiguration | |
Request Recei ved | |
2) econfiguration Unsuccefully]| |
3) Cause of Failure | |
Sent to the Controller | |
[------ BBU A Rep------ >|

Figure 7: Lightpath Reconfiguration Reply (Failure) from BBU A

Detail s about the BBU A Rep nessage can be found in Section 6. 8.

5.3.5. Lightpath Reconfiguration Reply Sent by a TN.Ato a Controller

Zhang, et al.

After receiving a lightpath reconfiguration request froma
Controller, the TN A triggers a lightpath reconfiguration, If the
TN_A manages to reconfigure a |ightpath satisfies the set of required
constraints, the TN A returns the result to the requesting
Controller. The process is shown in Figure 8.
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+ + T
| TNLA | | Controller|
+ + +- - - - -+

I

|
| <---- TNA Md ------- |
1) Lightpath Reconfiguration | |
Request Recei ved | |
2) Reconfiguration Succefully | |
3) Reconfiguration Result | |
Sent to the Controller | |
| ----- TN A Rep ------ >|

Figure 8. Lightpath Reconfiguration Reply (Success) from TN_A

However, if no |lightpath could be found that satisfies the set of
constraints. In this case, a TN A may provide the set of constraints
that led to the lightpath reconfiguration failure. Upon receiving a
negative reply, a Controller may decide to resend a nodified request

or take any other appropriate action.’” The process is shown in
Figure 9
+- 4o +- + - 4o - - -+
| TNLA | | Controller|
+-+-+- + S i
I
I
|

1) Lightpath Reconfiguration
Request Recei ved

2) econfiguration Unsuccefully

3) Cause of Failure

+
I
|
| <----- TN.A Mod ------ |
I
I
|
Sent to the Controller |
|

Figure 9: Lightpath Reconfiguration Reply (Failure) from T TN_A
Details about the TN A Rep nessage can be found in Section 6.10.
t he comuni cati on protocol Messages for BBU aggregation
The communi cati on protocol Messages for BBU aggregati on consists of a
common header followed by a variabl e-1ength body nade of a set of

obj ects. For each nessage type, rules are defined that specify the
set of objects that the nessage can carry.
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6.1. The RRU Feature_Req nessage

<RRU Feat ure_Req nessage> ::= <Common Header >
<RRU-i nf or mati on>
Wer e:
<RRU i nformation> ::= <RRU- | D>

<RRU- | P>

6.2. The RRU Feature_ Rep nessage

<RRU_Feat ure_Rep Message> ::= <Common Header >
<RRU-f eat ure-repl y>
Wher e:

<RRU-feature-reply> ::= <RRU-i nformati on>
<RRU- f eat ur e>

<RRU i nformation> ::= <RRU- | D>
<RRU- | P>

<RRU- f eature> ::= <rel at ed- BBU- | D>

<traffic | oad>
<wavel engt h>

6.3. The BBU Feature_Req nessage

<BBU Feat ure_Req nessage> ::= <Common Header >
<BBU-i nf or mati on>
Wer e:
<BBU_ i nformati on> ::= <BBU- | D>

<BBU- | P>

6.4. The BBU Feature_Rep nessage

Zhang, et al. Expi res Decenber 18, 2019
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<BBU_Feat ure_Rep Message> ::= <Commobn Header >
<BBU-f eat ure-repl y>
VWher e:
<BBU-feature-reply> ::= <BBU-information>
<BBU- f eat ur e>
<BBU_ i nformati on> ::= <BBU- | D>
<BBU- | P>
<BBU-feature> ::= <BBU St at us>

<traffic | oad>
<wavel engt h>

6.5. The TN Feature_Req nessage

<TN _Feat ure_Req nessage> ::= <Common Header >
<TN-i nf ormati on>
Wer e:
<RRU i nfornmation> ::= <node-| D>

<node- | P>

6.6. The TN Feature Rep nessage

<TN_Feat ure_Rep Message> ::= <Common Header >
<TN-feature-reply>
Wher e:
<TN-feature-reply> ::= <TN-information>
<TN-f eat ur e>
<TN_ i nformati on> ::= <node-| D>
<node- | P>
<TN-feature> ::= <port>

<swi t ch- st at us>
<wavel engt h>

6.7. The BBU A Mdd nessage

<BBU A Mod nessage> ::= <Commobn Header >
<Control |l er-reconfiguration-request>
Wer e:
<Controll er-reconfiguration-request> ::= <BBU | D>

<node- | P>
<BBU- st at us>
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6.8. The BBU A Rep nessage

<BBU A Rep nessage> ::= <Conmon Header >
<Controll er-reconfiguration-reply>
Wer e:
<Controller-reconfiguration-reply> ::= <BBU- | D>

<node- | P>
<BBU- confi g-repl y>

6.9. The TN_A Mdd nessage

<TN_A Mod nessage> ::= <Common Header >
<Control |l er-reconfiguration-request>
Wher e:
<Control |l er-reconfiguration-request> ::= <node-|D>
<node- | P>
<TN-f eat ure>
<TN-feature> ::= <port>

<swi t ch- st at us>
<wavel engt h>

6.10. The TN_A Rep nessage

<TN_A Rep nessage> ::= <Common Header >
<Controll er-reconfiguration-reply>
VWher e:
<Controller-reconfiguration-reply> ::= <node-|D>

<node- | P>
<TN-config-reply>

7. (Object Formats
A object carried within a comruni cation protocol nessages for BBU
aggregation, which consists of one or nore 32-bit words with a comon
header .

7.1. Initialization Phase Qbject

7.1.1. RRU feature request TLV
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123
+- - +-

\

4
+
er
+

T T S i S s o S S S i St SN S SR

RRU | D |
T s e s o i S S S S

RRU I P |
s m i T e e h it i SR NS S S R S SR

0
0
+
|
+- +- - +-
|
+
|
+
|
+
Figure 10: RRU feature request TLV format
The common header consists of version, type and nessage | ength.

Version (8 bits): The version nunber. Current version is version 1

Type (8 bits): A nunber indicates the nessage type. The
"RRU Feature_Req" nessage is the type 40.

Message Length (16 bits): Total length of the nmessage including the
common header, expressed in bytes.

The RRU Feature_ Req object body consists of the hardware id (xid),
RRU id(RRU_ID) and RRUip (RRU_IP).

7.1.2. BBU feature request TLV

123
+- - +-

+ IN

\

456
+- +- +-
ersio
+- +- +-

-Il-II-II-U'I

2

4 6 70123
I s sl STE R S
ype=48 |

A g S

xid |
N S N S N S N N S
BBU | D |
R i i i i i e e S S S i i S T T T S e i o e i e i

BBU | P |

0
0
+
i
+
+
R e i T e S Rt i i S SR SR N SR S

Figure 11: BBU feature request TLV format

The comon header is simlar with the RRU feature request object.
The "BBU Feature_Req" nessage is the type 48.
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The BBU Feature_Req object body consists of the hardware id (xid),
BBU i d(BBU_ID) and BBU ip (BBU_IP).

7.1.3. TN feature request TLV

123
+- +- +-

+ IN
+ o
+ O

7
- -

0

0

+

| version
B e i I
|

+

|

+

|

+

+— + 0P

-+ +-

e i r i i S S i sk o S SN S S SR S

node_I D |
T T o e i e i o e e e S S i s ok I SR TR e

node | P |
e I S e e i et T o S S S e S i i o S e e e i e s
Figure 12: TN feature request TLV format

The comon header is simlar with the RRU feature request object.
The "TN Feature Req" nessage is the type 41

The TN _Feat ure_ Req object body consists of the hardware id (xid),
node i d(node_I D) and node ip (node_IP).

7.1.4. RRU feature reply TLV
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6
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+
+
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e I S e i s e el S S g e S S ol st s SOIE T R S R SR

X
i T e e e e ok o o

0
0
+
I
+
I
+
| RR
+
I
+
I
+
|
+
I
+
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|
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+

T S S S S e i o SRR
RRU

Figure 13: RRU feature reply TLV format

Zhang, et al. Expi res Decenber 18, 2019 [ Page 17]



| nt er net - Draf t

BBU Agregati on

June 2019

The common header is simlar with the RRU feature request object.

The "RRU_Feat ure_Rep"

The RRU Feature_ Rep object
RRU id(RRU_ID), RRUIip (RR
wavel engt h.

7.1.5. BBU feature reply TLV

123
+- +- +-

0
0
+
I
+-
I
+-
I
+
I
+-
I
+-
I
+
I
+-

nmessage is the type 42.

body consists of the hardware id (xid),

U | P), correspondi ng BBUs,

6 70123

s
49

- +- +-

2
0
+
I

+
id

X
BBU | D
BBU I P

BBU_St at us
traffic | oad

wavel engt h

traffic | oad and

i s S S S i i T i T i o S S S S o S S S S

e o i T S S e et Rt e R s o i U

T T S i S S S S I S ik S S SEp S S g

i s S S i i i sl i s ah oI S S S S S S S ST

e i r i i S S i sk o S SN S S SR S

T T S i S S S S S ik S S SR S e

Figure 14: BBU feature reply TLV format

The common header
The "BBU_Feat ur e_Rep"

The BBU Feat ure_Rep obj ect
BBU i d(BBU_I D),
wavel engt h.

7. 1.

6. TN feature reply TLV

Zhang, et al.

BBU i p (BBU_IP), BBU Stat us,

Expi res Decenber

is simlar with the BBU feature request
nmessage is the type 49.

obj ect .

body consists of the hardware id (xid),

traffic

18, 2019

| oad and

[ Page 18]
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123
+- - +-

Vv
+- +- +-

4
+
er
+
T s o e i el sl e T i i e e sl ot o
node_I D |

e I S e i s e el S S g e S S ol st s SOIE T R S R SR
node | P |

i i i e it ol I RIE NI NI N S R R R R I R R i I i R e R
port |

T s o e i el sl e T i i e e sl ot o
switch_status |

e I S e i s e el S S g e S S ol st s SOIE T R S R SR

wavel engt h |
e i S S i i S i S S S i i SR

Figure 15: TN feature reply TLV fornmat

The comon header is simlar with the RRU feature request object.
The "TN Feature_ Rep" nessage is the type 43.

The TN Feature_ Rep object body consists of the hardware id (xid),
node i d(node_I D), node ip (node_IP),port, switch_status and
wavel engt h.

7. 2.

7. 2.

0
0
+
|
+
|
+-
I
+
|
+
|
+-
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Li ght path Reconfigurati on Phase (bject

1. BBU nodification request TLV

1
12345670
+- - - - - - - -
version |
I i r R

+- +- 4= - +-
xi d |
T T o e i e i o e e e S S i s ok I SR TR e
BBU | D |
e I S e e i et T o S S S e S i i o S e e e i e s
node | P |
i S T el i o it I S S e S i (I S S i i e ol St S R R
BBU_st at us |
T T o e i e i o e e e S S i s ok I SR TR e

2
701234
R e T N

|

+

i

Figure 16: BBU nodification request TLV format
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The common header is simlar with the RRU feature request object.
The "BBU_A Mbd" nessage is the type 44.

The BBU A Mdd obj ect body consists of the hardware id (xid), BBU
id(BBU ID), node ip (node_|P) and BBU st at us(BBU status).

.2. TN nodification request TLV
123
+- - +-

0
0
+
+
| X|d |
B T T R g i o T S e i it S e T Tl TR S i e &
| node | D |
T S T o B T i S S S S S S S S S
+
+
+
+

node_ | P |
T s o e i el sl e T i i e e sl ot o
port |
e I S e i s e el S S g e S S ol st s SOIE T R S R SR

sSwW tch_status |
e i S S i T S i e S S S S i Sk N

wavel engt h |
e e i e o o i e i R S e e ol

Figure 17: TN nodification request TLV format

The comon header is simlar with the RRU feature request object.
The "TN_A Mod" nessage is the type 45.

The TN_A Mod obj ect body consists of the hardware id (xid), node
id(node_I D), node ip (node_ IP), port, switch_status and wavel engt h.

.3. BBU nodification reply TLV
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123
+- - +-
\%

0 2 3
0 4 5670 6 70
+- +- B S il i s (i S S
| er =46 | ssage
+- +- -+ - i S S St SN S S
| xi d |
T i S S i S I S S R o h
| BBU | D |
B T T R g i o T S e i it S e T Tl TR S i e &
| node | P |
T S S i T S T i S S S o S S St M S S
L.

BBU config reply |
i i S S e S S ik ik I N

Figure 18: BBU nodification reply TLV fornat

The comon header is simlar with the RRU feature request object.
The "BBU A Rep" nessage is the type 46.

The BBU A Mod obj ect body consists of the hardware id (xid), BBU
id(BBU_ID), node ip (node_|IP) and BBU configuration
repl y(BBU config reply).

The BBU config reply is used to report the result of BBU
configuration. Two values are currently defined: "1" is a successful
state while "0" is a failure state.

7.2.4. TN nodification reply TLV

e i r i i S S i sk o S SN S S SR S

node_I D |
T T o e i e i o e e e S S i s ok I SR TR e

node | P |
R e T i S i R e S S S i ik S TR R S e e o

TN config reply |

0
0
+
|
+
| xi d |
+
|
+
|
+
|
R e i T S L e e b s S ik R SR N SR S S

Figure 19: TN nodification reply TLV format

The comon header is simlar with the RRU feature request object.
The "TN_A Rep" nessage is the type 47.
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The TN_A Mod obj ect body consists of the hardware id (xid), node
i d(node_I D), node ip (node_IP) and TN configuration
repl y(TN_config_ reply).

The TN config reply is used to report the result of TN configuration.
Two val ues are currently defined: "1" is a successful state while "0"
is a failure state.
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