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1. Introduction

The interconnection of Content Distribution Networks (CDNs) is
notivated by several use cases, such as those described in
[I-D.ietf-cdni-use-cases]. The overall problem space for CDN

I nterconnection is described in RFC 6707. The purpose of this
docunent is to provide an overview of the various conponents
necessary to interconnect CDNs. CDN Interconnection requires the
speci fication of several interfaces and nmechani snms to address issues
such as request routing, netadata exchange, and the acquisition of
content by one CDN from another. The intent of this docunent is to
descri be how these interfaces and nechanisns fit together, |eaving
their detailed specification to other docunents. W nake extensive
use of nessage flow exanples to illustrate the operation of

i nt erconnected CDNs, but these exanples should be considered
illustrative rather than prescriptive.

RFC 3466 uses different term nol ogy and nodel s for "Content
Internetworking (CDI)". It is also |less prescriptive in ternms of
interfaces. To avoid confusion, this docunent obsol etes RFC 3466.

1.1. Term nol ogy

Thi s docunent draws freely on the core term nol ogy defined in RFC
6707. It also introduce the follow ng terns:

CDN- Dormai n: a host nane (FQDN) at the beginning of a URL
representing a set of content that is served by a given CDN. For
exanple, in the URL http://cdn.csp.conf...rest of url..., the CDN
domain is cdn.csp.com A mgjor role of CON-Donmain is to identify a
regi on (subset) of the URI space relative to which various CDN

I nterconnection rules and policies are to apply. For exanple, a
record of CDN Metadata m ght be defined for the set of resources
correspondi ng to some CDN- Domai n.

Di stingui shed CDN-Domain: a CDN-Domain that is allocated by a CDN for
t he purposes of communication with a peer CDN, but which is not found
in client requests. Such CDN Domains nmay be used for inter-CDN
acquisition, or as redirection targets, and enable a CDN to

di stinguish a request froma peer CDN from an end-user request.
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Delivering CON: the CDN that ultimately delivers a piece of content
to the end-user. The last in a potential sequence of downstream
CDNs.

Recursi ve CDNI Request Redirection: Wien an Upstream CDN el ects to
redirect a request towards a Downstream CDN, the Upstream CDN can
query the Downstream CDN Request Routing systemvia the CDNI Request
Routing Redirection Interface (or use information cached fromearlier
simlar queries) to find out how the Downstream CDN wants the request
to be redirected, which allows the Upstream CDN to factor in the
Downst ream CDN response when redirecting the user agent. This
approach is referred to as "Recursive" CDNI Request Redirection.

Note that the Downstream CDN may el ect to have the request redirected
directly to a Surrogate inside the Downstream CDN, to the Request -
Routi ng System of the Downstream CDN, to another CDN, or to any ot her
systemthat the Downstream CDN sees as fit for handling the
redirected request.

Iterative CDNI Request Redirection: Wien an Upstream CDN el ects to
redirect a request towards a Downstream CDN, the Upstream CDN can
base its redirection purely on a | ocal decision (and w thout
attenpting to take into account how t he Downstream CDN may in turn
redirect the user agent). In that case, the Upstream CDN redirects
the request to the request routing systemin the Downstream CDN
which in turn will decide howto redirect that request: this approach
is referred to as "lterative" CDNI Request Redirection.

Synchronous CDNI operations: operations between CDNs that happen
during the process of servicing a user request, i.e. between the tine
that the user agent begins its attenpt to obtain content and the tine
at which that request is served.

Asynchronous CDNI operations: operations between CDNs that happen
i ndependently of any given user request, such as advertisenent of
footprint information or pre-positioning of content for |ater
del i very.

Trigger Interface: a sub-set of the Control Interface that includes
operations to pre-position, revalidate, and purge both netadata and
content. These operations are typically called in response to sone
action (trigger) by the CSP on the upstream CDN

1. 2. Ref er ence Mbdel
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<==> interfaces inside the scope of CDN

**** interfaces outside the scope of CDN
i nterfaces outside the scope of CDN

Figure 1. CDNI Model and CDNI Interfaces

We note that while sone interfaces in the reference nodel are "out of
scope” for the CDNI WG (in the sense that there is no need to define
new protocols for those interfaces) we still need to refer to themin
this docunent to explain the overall operation of CDNI

We al so note that, while we generally show only one uCDN serving a
given CSP, it is entirely possible that nmultiple uCDNs can serve a
single CSP. In fact, this situation effectively exists today in the
sense that a single CSP can currently delegate its content delivery
to nore than one CDN

The followng briefly describes the five CDNI interfaces,
par aphrasing the definitions given in RFC 6707. W di scuss these
interfaces in nore detail in Section 4.

o CDNI Control Interface (Cl): Operations to bootstrap and
paraneterize the other CONI interfaces, as well as operations to
pre-position, revalidate, and purge both netadata and content.
The latter sub-set of operations is sonetinmes collectively called
the "trigger interface."

0o CDNI Request Routing Interface: Operations to determ ne what CDN
(and optionally what surrogate within a CDN) is to serve end-
user’s requests. |Is actually a logical bundling of two separate
but related interfaces:

* Footprint & Capability Interface (FCl): Asynchronous operations
to exchange routing information (e.g., the network footprint
and capabilities served by a given CDN) that enabl es CDN
sel ection for subsequent user requests; and

* Request Routing Redirection (RI): Synchronous operations to
sel ect a delivery CDN (surrogate) for a given user request.

o CDNI Metadata Interface (M): Operations to conmuni cate netadata
t hat governs the how content is delivered by interconnected CDNs.
Exanpl es of CDNI netadata include geo-bl ocking directives,
avai l ability w ndows, access control mechani sns, and purge
directives. My include a conbination of:
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* Asynchronous operations to exchange netadata that govern
subsequent user requests for content; and

* Synchronous operations that govern behavior for a given user
request for content.

o CDN Logging Interface (LI): Operations that allow interconnected
CDNs to exchange relevant activity logs. My include a
conbi nati on of:

* Real -tinme exchanges, suitable for runtine traffic nonitoring;
and

* O f-line exchanges, suitable for analytics and billing.

There is sonme potential overlap between the set of trigger-based
operations in the Control Interface and the Metadata Interface. For
both cases, the information passed fromthe upstream CON to the
downstream CDN can broadly be viewed as netadata that describes how
content is to be managed by the downstream CDN. For exanple, the

i nformati on conveyed by Control operations to pre-position,
revalidate or purge netadata is simlar to the information conveyed
by posting updated netadata via the Metadata Interface. Even the
Control operation to purge content could be viewed as an netadata
update for that content: purge sinply says that the availability

wi ndow for the naned content ends now. The two interfaces share nuch
in comon, so mnimally, there will need to be a consistent data
nodel that spans both.

The distinction we draw has to do with what the caller knows about

t he successful application of the netadata by the callee. 1In the
case of the Control Interface, the downstream CDN returning a
successful status nmessage guarantees that the operation has been
successfully conpleted; e.g., the content has been purged or pre-
positioned. This inplies that the downstream CDN accepts

responsi bility for having successfully conpleted the requested
operation. In contrast, netadata passed between CDNs via the

Met adata Interface carries no such conpletion guarantee. Returning
success i nplies successful receipt of the nmetadata, but nothing can
be inferred about precisely when the netadata will take effect in the
downstream CDN, only that it will take effect eventually. This is
because of the challenge in globally synchronizing updates to
nmetadata wi th end-user requests that are currently in progress (or

i ndi stinguishable fromcurrently being in progress). Cearly, a CDN
will not be viewed as a trusted peer if "eventually" often becones an
indefinite period of time, but the acceptance of responsibility
cannot be as crisply defined for the Metadata Interface.
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Finally, there is a practical issue that inpacts all of the CNDI
interfaces, and that is whether or not to optimze CDNl for HITP
Adaptive Streamng (HAS). W highlight specific issues related to
del i vering HAS content throughout this docunent, but for a nore

t horough treatnent of the topic, see [I-D. brandenburg-cdni-has].

1.3. Structure O This Docunent
The remai nder of this docunent is organi zed as foll ows:

0 Section 2 describes sone essential building blocks for CDNI
notably the various options for redirecting user requests to a
gi ven CDN

o Section 3 provides a nunber of illustrative exanples of various
CDNI operati ons.

0 Section 4 describes the functionality of the main CDNl interfaces.

o Section 5 shows how various depl oynment nodels of CDNI may be
achi eved using the defined interfaces.

O Section 6 describes the trust nodel of CDNI and the issues of
transitive trust in particular that CDNl raises.

2. Building Bl ocks
2.1. Request Redirection

At its core, CDN Interconnection requires the redirection of requests
fromone CDN to another. For any given request that is received by
an upstream CDN, it will either respond to the request directly, or
somehow redirect the request to a downstream CON. Two main
nmechani snms are available for redirecting a request to a downstream
CDN. The first |everages the DNS nanme resol ution process and the
second uses in-protocol redirection nmechani sns such as the HITP 302
or 307 redirection response. W discuss these bel ow as background
bef ore di scussing sone exanples of their use in Section 3.

2.1.1. DNS Redi recti on
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I nternet-Draft CDNI  Fr amewor k August 2013

DNS redirection is based on returning different I P addresses for the
same DNS nane, for exanple, to balance server |load or to account for
the client’s location in the network. A DNS server, sonetines called
the Local DNS (LDNS), resolves DNS nanes on behal f of an end-user.
The LDNS server in turn queries other DNS servers until it reaches
the authoritative DNS server for the CDNDomain. The network
operator typically provides the LDNS server, although the user is
free to choose other DNS servers (e.g., OpenDNS, Google Public DNS).

The advantage of DNS redirection is that it is conpletely transparent
to the end user-\u002Dt he user sends a DNS nane to the LDNS server
and gets back an I P address. On the other hand, DNS redirection is
probl emati ¢ because the DNS request cones fromthe LDNS server, not
the end-user. This may affect the accuracy of server selection that
is based on the user’s location. The transparency of DNS redirection
is also a problemin that there is no opportunity to take the
attributes of the user agent or the URI path conponent into account.
We consider two main forns of DNS redirection: sinple and CNAVE-
based.

In sinple DNS redirection, the authoritative DNS server for the nane
sinply returns an I P address froma set of possible | P addresses.

The answer is chosen fromthe set based on characteristics of the set
(e.g., the relative | oads on the servers) or characteristics of the
client (e.g., the location of the client relative to the servers).
Sinple redirection is straightforward. The only caveats are (1)
there is alimt to the nunber alternate |IP addresses a single DNS
server can manage; and (2) DNS responses are cached by downstream
servers so the TTL on the response nust be set to an appropriate

val ue so as to preserve the fresheness of the redirection.

I n CNAME- based DNS redirection, the authoritative server returns a
CNAME response to the DNS request, telling the LDNS server to restart
t he nane | ookup using a new nane. A CNAME is essentially a synbolic
link in the DNS nanespace, and |like a synbolic link, redirection is
transparent to the client-\u002Dt he LDNS server gets the CNAME
response and re-executes the | ookup. Only when the nane has been
resolved to an | P address does it return the result to the user.

Not e that DNAME woul d be preferable to CNAME if it becones w dely
support ed.

2.1. 2. HTTP Redirection

HTTP redirection nmakes use of the redirection response of the HITP
protocol (e.g.,"302" or "307"). This response contains a new URL
that the application should fetch instead of the original URL. By
changing the URL appropriately, the server can cause the user to
redirect to a different server. The advantages of HITP redirection
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are that (1) the server can change the URL fetched by the client to

i nclude, for exanple, both the DNS nane of the particular server to
use, as well as the original HITP server that was bei ng accessed; (2)
the client sends the HITP request to the server, so that its IP
address is known and can be used in selecting the server; and (3)
other attributes (e.g., content type, user-agent type) are visible to
t he redirection nmechani sm

The di sadvantages of HITP redirection are (1) it is visible to the
application, so it requires application support and may affect the
application behavior (e.g., web browsers will not send cookies if the
URL changes to a different domain); (2) HITP is a heavy-wei ght
protocol |ayered on TCP so it has relatively high overhead; and (3)
the results of HITP redirection are not cached so that al
redirections nmust go through to the server.

3. Overview of CDNI QOperation

To provide a big-picture overview of the various conponents of CDN

I nterconnection, we walk through a "day in the life" of a content
itemthat is nmade available via a pair of interconnected CDNs. This
will serve to illustrate many of the functions that need to be
supported in a conplete CDNI solution. W give exanples using both
DNS- based and HTTP-based redirection. W begin with very sinple
exanpl es and then how additional capabilities, such as recursive
request redirection and content renoval, m ght be added.

Bef ore wal ki ng t hrough sonme specific exanples, we present a high-

| evel view of the operations that nmay take place. This high-Ievel
overview is illustrated in Figure 2. Note that nost operations wl|l
i nvol ve only a subset of all the nessages shown bel ow, and that the
order and nunber of operations may vary considerably, as nore
detail ed exanples illustrate bel ow

The followi ng shows Operator A as the upstream CDN (uCDN) and
Qperator B as the downstream CDN (dCDN), where the fornmer has a
relationship with a content provider and the latter being the CDN
sel ected by Operator A to deliver content to the end-user. The

i nterconnection rel ationship may be symretric between these two CDN
operators, but each direction can be considered as operating

i ndependently of the other so for sinplicity we show the interaction
in one direction only.

End- User Operator B Operator A
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| | [Async FCI Push] | (1)
I I I
| | [M pre-positioning] | (2)
| | |
| CONTENT REQUEST | |
[oommr 13
| | [Sync R Pull] | (4)
| | |
| [RI REPLY] | |
| | (5)
| | |
| CONTENT REQUEST | |
[oommrr e ° (9
| | [Sync M Pul | ] | (7)
| | |
| | ACQUI SI TI ON REQUEST |
| oo > (8)
| X |
| X CONTENT DATA |
| XSoommmr s (9
| CONTENT DATA | |
S RRREEEEEEEEEEEEEERTEREE | | (10)
| | |
[ & her content quuests]
i | [C: Content Purge] | (11)
I I [LI: Log exchange] I (12)
| | |
Figure 2: Overview of Operation
The operations shown in the Figure are as foll ows:
1. dCDN uses the FClI to advertise information relevant to its

delivery footprint and capabilities prior to any content
requests being redirected.

2. Prior to any content request, the uCDN uses the M to

pre=position CONl netadata to the dCDN, thereby naking that
nmet adata avail able in readiness for |ater content requests.
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3. A content request froma user agent arrives at uCDN

4. uCDN may use the RI to synchronously request information from
dCDN regarding its delivery capabilities to decide if dCDNis a
suitable target for redirection of this request.

5. UCDN redirects the request to dCDN by sendi ng sonme response
(DNS, HTTP) to the user agent.

6. The user agent requests the content from dCDN

7. dCDN may use the M to synchronously request netadata related to

this content fromuCDN, e.g. to decide whether to serve it.

8. If the content is not already in a suitable cache in dCDN, dCDN
may acquire it from uCDN

9. The content is delivered to dCDN from uCDN
10. The content is delivered to the user agent by dCDN

11. Sone time |ater, perhaps at the request of the CSP (not shown)
UCDN may use the Cl to instruct dCDN to purge the content,
thereby ensuring it is not delivered again.

12. After one or nore content delivery actions by dCDN, a | og of
delivery actions may be provided to uCDN using the LI

The follow ng sections show sonme nore specific exanples of how these
operations may be conbined to performvarious delivery, control and
| oggi ng operations across a pair of CDNs.

3. 1. Prelimnaries

Initially, we assune that there is at | east one CSP that has
contracted with an upstream CDN (uCDN) to deliver content on its
behal f. W are not particularly concerned wwth the interface between
the CSP and uCDN, other than to note that it is expected to be the
same as in the "traditional”™ (non-interconnected) CDN case. Existing
nmechani sms such as DNS CNAMEs or HTTP redirects (Section 2) can be
used to direct a user request for a piece of content fromthe CSP
towards the CSP' s chosen upstream CDN

We assume Qperator A provides an upstream CDN that serves content on
behal f of a CSP with CDN-Domai n cdn.csp.com W assune that Operator
B provides a downstream CDN. An end user at some point nmekes a
request for URL
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http://cdn.csp.com ...rest of url..

It may well be the case that cdn.csp.comis just a CNAME for sone

ot her CDN-Domai n (such as csp.op-a.net). Nevertheless, the HITP
request in the exanples that followis assuned to be for the exanple
URL above.

Qur goal is to enable content identified by the above URL to be
served by the CDN of operator B. In the follow ng sections we w ||
wal k t hrough sone scenarios in which content is served, as well as
ot her CDNI operations such as the renoval of content froma
downst r eam CDN

3.2. Iterative HITP Redirect Exanple

In this section we wal k through a sinple, illustrative exanple using
HTTP redirection fromuCDN to dCDN. The exanple al so assunes the use
of HITP redirection inside uCDN and dCDN; however, this is

i ndependent of the choice of redirection approach across CDNs, so an
alternative exanple could be constructed still show ng HTTP
redirection fromuCDN to dCDN but using DNS for handling of request

i nsi de each CDN

We assune for this exanple that Qperators A and B have established an
agreenment to interconnect their CDNs, wth A being upstreamand B
bei ng downstream

The operators agree that a CDN Domai n peer-a.op-b.net will be used as
the target of redirections fromuCDN to dCDN. W assune the nane of
this domain is conmuni cated by sone neans to each CDN. (This could
be established out-of-band or via a CONl interface.) W refer to
this domain as a "distingui shed" CDN-Domain to convey the fact that
its use is limted to the interconnection nechanism such a donmain is
never used directly by a CSP

We assune the operators al so agree on sone distingui shed CDN- Domai n
that will be used for inter-CDN acquisition of CSP s content from
UCDN by dCDN. In this exanple, we' Il use op-b-acq.op-a.net.

We assume the operators al so exchange informati on regardi ng which
requests dCDN is prepared to serve. For exanple, dCDN may be
prepared to serve requests fromclients in a given geographi cal
region or a set of |IP address prefixes. This information may again
be provided out of band or via a defined CDNI interface.

We assume DNS is configured in the follow ng way:
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o0 The content provider is configured to nmake operator A the
authoritative DNS server for cdn.csp.com(or to return a CNAMVE for
cdn. csp.com for which operator Ais the authoritative DNS server).

0 Operator Ais configured so that a DNS request for
op- b-acq. op-a.net returns a request router in Operator A

o0 Operator B is configured so that a DNS request for peer-a.op-b.net
/cdn.csp.comreturns a request router in Operator B

Figure 3 illustrates how a client request for

http://cdn.csp.com ...rest of url..

i s handl ed.
End- User Operator B Operator A
| DNS cdn. csp. com | |
R R R EREEEE >
I I | (1)
| I Paddr of A s Request Router |
| S |
| HTTP cdn. csp. com | |
R EREEEE >
| | (2)

L RELTTEPFRERP >

| | (4)
| 302 nodel. peer-a. op-b. net/cdn. csp. com

I
I
|
I
I
I
I
I
|
I
| <----mmeee e I I
I
I
I
|
I
I
I
I
I
|

e RECTEPETEErS >]

| (5)
| Paddr of B's Delivery Node

e EELTTT T e TP >

I | (6)
| | DNS op- b-acq. op- a. net
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|- >
I | (7)
| I Paddr of A's Request Router
| oo |
| HTTP op- b-acq. op- a. net
|- >

| (8)
| 302 node2. op-b. acq. op- A net
| <o |
| DNS node2. op- b-acq. op- a. net
------------------------ >|

| (9)

| Paddr of A s Delivery Node

Figure 3. Message Flow for Iterative HITP Redirection
The steps illustrated in the figure are as foll ows:

1. A DNS resolver for Qperator A processes the DNS request for its
cust oner based on CDN Domain cdn.csp.com It returns the IP
address of a request router in QOperator A

2. A Request Router for Operator A processes the HITP request and
recogni zes that the end-user is best served by another
CDN-\ u002Dspeci fically one provided by Operator B-\u002Dand so
it returns a 302 redirect nessage for a new URL constructed by
"stacking" Operator B s distingui shed CDN- Domai n
(peer-a.op-b.net) on the front of the original URL. (Note that
nore conpl ex URL mani pul ati ons are possi ble, such as replacing
the initial CDN Domain by sone opaque handle.)

3. The end-user does a DNS | ookup using Operator B s distinguished
CDN- Domai n (peer-a.op-b.net). B s DNS resolver returns the IP
address of a request router for Operator B. Note that if request
routing within dCDN was performed using DNS i nstead of HITP
redirection, B's DNS resol ver woul d al so behave as the request
router and directly return the IP address of a delivery node.
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10.

The request router for Operator B processes the HTTP request and
selects a suitable delivery node to serve the end-user request,
and returns a 302 redirect nessage for a new URL constructed by
repl aci ng the hostnane by a subdonmain of the Operator B's

di sti ngui shed CDN-Domain that points to the selected delivery
node.

The end-user does a DNS | ookup using Operator B s delivery node
subdomai n (nodel. peer-a.op-b.net). B s DNS resolver returns the
| P address of the delivery node.

The end-user requests the content fromB s delivery node. In
the case of a cache hit, steps 6, 7, 8 9 and 10 bel ow do not
happen, and the content data is directly returned by the
delivery node to the end-user. 1In the case of a cache mss, the
content needs to be acquired by dCDN from uCDN (not the CSP)
The di stingui shed CDN- Dormai n peer-a.op-b.net indicates to dCDN
that this content is to be acquired from uCDN, stripping the
CDN- Dormai n reveal s the origi nal CDN Donmai n cdn. csp. com and dCDN
may verify that this CDN Domain bel ongs to a known peer (so as
to avoid being tricked into serving as an open proxy). It then
does a DNS request for an inter-CDN acquisition CDNDomain as
agreed above (in this case, op-b-acq.op-a.net).

Qperator A's DNS resol ver processes the DNS request and returns
the I P address of a request router in operator A

The request router for Qperator A processes the HITP request
from Qperator B delivery node. Operator A request router
recogni zes that the request is froma peer CDN rather than an
end- user because of the dedicated inter-CDN acquisition domain
(op-b-acqg.op-a.net). (Note that without this specially defined
i nter-CDN acqui sition domain, operator A would be at risk of
redirecting the request back to operator B, resulting in an
infinite loop). The request router for Operator A selects a
suitable delivery node in uCDN to serve the inter-CDN

acqui sition request and returns a 302 redirect nessage for a new
URL constructed by replacing the hostnane by a subdonmain of the
Qperator A s distinguished inter-CDN acquisition donmain that
points to the selected delivery node.

Operator A DNS resol ver processes the DNS request and returns
the I P address of the delivery node in operator A

Operator B requests (acquires) the content from Operator A

Al t hough not shown, Operator A processes the rest of the URL: it
extracts information identifying the origin server, validates
that this server has been registered, and determ nes the content
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provider that owns the origin server. It may also performits
own content acquisition steps if needed before returning the
content to dCDN

The main advantage of this designis that it is sinple: each CDN need
only know the distingui shed CON-Domai n for each peer, with the
upstream CDN "pushi ng" the downstream CDN-Domain onto the URL as part
of its redirect (step 2) and the downstream CDN "popping" its CDN\
Domain off the URL to expose a CDN Donmin that the upstream CDN can
correctly process. Neither CDN needs to be aware of the internal
structure of the other’s URLs. Mirreover, the inter-CDN redirection
is entirely supported by a single HTTP redirect; neither CDN needs to
be aware of the other’s internal redirection nmechanism(i.e., whether
it is DNS or HTTP based).

One di sadvantage is that the end-user’s browser is redirected to a
new URL that is not in the sanme domain of the original URL. This has
i nplications on a nunber of security or validation nechani snms

soneti nes used on endpoints. For exanple, it is inportant that any
redirected URL be in the same domain (e.g., csp.com if the browser
is expected to send any cooki es associated with that domain. As

anot her exanpl e, sone video players enforce validation of a cross
domain policy that needs to allow for the domains involved in the CDN
redirection. These problens are generally soluble, but the solutions
conplicate the exanple, so we do not discuss themfurther in this
version of the draft.

W note that this exanple begins to illustrate some of the interfaces
that may be required for CDNI, but does not require all of them For
exanpl e, obtaining information from dCDN regardi ng the set of client

| P addresses or geographic regions it mght be able to serve is an
aspect of the CDNI request routing interface (specifically of the
CDNI Footprint and Capabilities Interface). |Inportant configuration
i nformati on such as the distinguished nanes used for redirection and
inter-CDN acquisition could also be conveyed via a CDNI interface
(e.g., perhaps the Control Interface). The exanple also shows how
exi sting HITP-based nethods suffice for the acquisition interface.
Arguably, the absolute mninmum netadata required for CDNI is the
information required to acquire the content, and this information was
provi ded "in-band” in this exanple by neans of the URI handed to the
client in the HITP 302 response. The exanple al so assunes that the
CSP does not require any distribution policy (e.g. tinme w ndow, geo-
bl ocki ng) or delivery processing to be applied by the interconnected
CDNs. Hence, there is no explicit Metadata Interface invoked in this
exanple. There is also no explicit Logging Interface discussed in
this exanpl e.
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We al so note that the step of deciding when a request should be
redirected to dCDN rather than served by uCDN has been sonewhat

gl ossed over. It may be as sinple as checking the client |IP address
against a list of prefixes, or it nmay be considerably nore conpl ex,

i nvol ving a wi de range of factors, such as the geographic |ocation of
the client (perhaps determned froma third party service), CDN | oad,
or specific business rules.

This exanple uses the "iterative" CDNl request redirection approach.
That is, uCDN performs part of the request redirection function by
redirecting the client to a request router in the dCDN, which then
perfornms the rest of the redirection function by redirecting to a
suitable surrogate. |If request routing is perfornmed in the dCDN
using HTTP redirection, this translates in the end-user experiencing
two successive HITP redirections. By contrast, the alternative
approach of "recursive" CDNl request redirection effectively

coal esces these two successive HITP redirections into a single one,
sending the end-user directly to the right delivery node in the dCDN
This "recursive" CDNl request routing approach is discussed in the
next section.

3.3. Recursive HITP Redirection Exanple

The foll owm ng exanple builds on the previous one to illustrate the
use of the Request Routing Interface (specifically the CDNI Request
Routing Redirection Interface) to enable "recursive" CDN request
routing. W build on the HTTP-based redirection approach because it
illustrates the principles and benefits clearly, but it is equally
possible to performrecursive redirecti on when DNS-based redirection
i s enpl oyed.

In contrast to the prior exanple, the operators need not agree in
advance on a CDN-Domain to serve as the target of redirections from
UCDN to dCDN. W assune that the operators agree on sone

di sti ngui shed CDN-Domain that wll be used for inter-CDN acquisition
of CSP's content by dCDN. In this exanple, we’'ll use

op- b- acq. op- a. net.

We assune the operators al so exchange informati on regardi ng which
requests dCDN is prepared to serve. For exanple, dCDN nmay be
prepared to serve requests fromclients in a given geographical
region or a set of I P address prefixes. This information may again
be provided out of band or via a defined protocol.

We assunme DNS is configured in the followi ng way:
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o0 The content provider is configured to nmake operator A the
authoritative DNS server for cdn.csp.com(or to return a CNAMVE for
cdn. csp.com for which operator Ais the authoritative DNS server).

0 Operator Ais configured so that a DNS request for
op- b-acq. op-a.net returns a request router in Operator A

o0 Operator B is configured so that a request for nodel. op-b. net/
cdn.csp.comreturns the I P address of a delivery node. Note that
there m ght be a nunber of such delivery nodes.

Figure 3 illustrates how a client request for

http://cdn.csp.com ...rest of url..

i s handl ed.
End- User Qperator B OQperator A

| DNS cdn. csp. com | |
R R R R R R EEE P EEEEES >
I | | (1)
| | Paddr of A s Request Router |
| S |
| HTTP cdn. csp. com | |
|~ >
I I | (2)
| | RRF Rl REQ cdn. csp. com |
| A |
| | RR Rl RESP nodel. op-b. net |
| R s >
I | | (3)
| 302 nodel. op-b. net/cdn. csp. com |
R R L L EEE L EEEEEEEREEES |
| DNS nodel. op- b. net | |
|- > |
I _ | (4) I
| I Paddr of B's Delivery Node |
R EEEEEE | |
| HTTP nodel. op- b. net/cdn. csp. com |
|- > |
| | (5) |
| | DNS op- b-acq. op- a. net
| |- >
I | (6)
I
|
|
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R >

I | (7)
| 302 node2. op-b. acq. op- A net
| <o |

>|
| (8)

Figure 4: Message Flow for Recursive HTTP Redirection

The steps illustrated in the figure are as foll ows:

1

A DNS resolver for Operator A processes the DNS request for its
cust oner based on CDN Domai n cdn.csp.com It returns the IP
address of a Request Router in Operator A

A Request Router for QOperator A processes the HITP request and
recogni zes that the end-user is best served by another

CDN-\ u002Dspecifically one provided by Operator B-\u002Dand so it
gueries the CDNI Request Routing Redirection Interface of
Qperator B, providing a set of information about the request
including the URL requested. Operator B replies with the DNS
nanme of a delivery node.

Operator A returns a 302 redirect nessage for a new URL obtai ned
fromthe Request Routing Interface.

The end-user does a DNS | ookup using the host nane of the URL
just provided (nodel.op-b.net). B s DNS resolver returns the IP
address of the correspondi ng delivery node. Note that, since the
name of the delivery node was al ready obtained fromB using the
CDNI Request Routing Interface, there should not be any further
redirection here (in contrast to the iterative nethod descri bed
above.)

The end-user requests the content fromB s delivery node,
potentially resulting in a cache mss. |In the case of a cache
m ss, the content needs to be acquired from uCDN (not the CSP.)
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The di stingui shed CDN-Domai n op-b.net indicates to dCDN that this
content is to be acquired from another CDN, stripping the CDN
Donai n reveal s the original CDN Domain cdn.csp.com dCDN nmay
verify that this CDN Domai n bel ongs to a known peer (so as to
avoid being tricked into serving as an open proxy). It then does
a DNS request for the inter-CDN Acquisition "distinguished" CDN
Dormai n as agreed above (in this case, op-b-acq.op-a.net).

6. Operator A DNS resol ver processes the DNS request and returns the
| P address of a request router in operator A

7. The request router for Operator A processes the HITP request from
Qperator B delivery node. Operator A request router recognizes
that the request is froma peer CDN rather than an end-user
because of the dedicated inter-CDN acquisition domain
(op-b-acqg.op-a.net). (Note that without this specially defined
i nter-CDN acqui sition domain, operator A would be at risk of
redirecting the request back to operator B, resulting in an
infinite loop). The request router for Operator A selects a
sui table delivery node in uCDN to serve the inter-CDN acqui sition
request and returns a 302 redirect nessage for a new URL
constructed by replacing the hostname by a subdomai n of the
Qperator A s distinguished inter-CDN acqui sition domain that
points to the selected delivery node.

8. Operator A recognizes that the DNS request is froma peer CDN
rat her than an end-user (due to the internal CDN Donain) and so
returns the address of a delivery node. (Note that without this
specially defined internal domain, Operator A would be at risk of
redirecting the request back to Operator B, resulting in an
infinite |oop.)

9. (Operator B requests (acquires) the content from Operator A
Operator A serves content for the requested CDN-Domain to dCDN
Al t hough not shown, it is at this point that Operator A processes
the rest of the URL: it extracts information identifying the
origin server, validates that this server has been registered,
and determ nes the content provider that owns the origin server.
It may al so performits own content acquisition steps if needed
before returning the content to dCDN

Recursive redirection has the advantage over iterative of being nore
transparent fromthe end-user’s perspective, but the di sadvantage of
each CDN exposing nore of its internal structure (in particular, the
addresses of edge caches) to peer CDNs. By contrast, iterative
redirection does not require dCDN to expose the addresses of its edge
caches to uCDN
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Thi s exanpl e happens to use HITP-based redirection in both CON A and
CDN B, but a simlar exanple could be constructed usi ng DNS-based
redirection in either CON. Hence, the key point to take away here is
sinply that the end user only sees a single redirection of some type,
as opposed to the pair of redirections in the prior (iterative)
exanpl e.

The use of the Request Routing Interface requires that interface to
be appropriately configured and bootstrapped, which is not shown
here. More discussion on the bootstrapping of interfaces is provided
in Section 4

3.4. lterative DNS-based Redirection Exanple

In this section we wal k through a sinple exanpl e usi ng DNS- based
redirection for request redirection fromuCDN to dCDN (as well as for
request routing inside dCDN and uCDN). As noted in Section 2.1, DNS-
based redirection has certain advantages over HITP-based redirection
(notably, it is transparent to the end-user) as well as sone
drawbacks (notably the client IP address is not visible to the
request router).

As before, Qperator A has to learn the set of requests that dCDN is
willing or able to serve (e.g. which client | P address prefixes or
geographic regions are part of the dCDN footprint). W assune
Operat or has and makes known to operator A sone unique identifier
that can be used for the construction of a distinguished CDN- Donai n,
as shown in nore detail below (This identifier strictly needs only
to be unique within the scope of Operator A but a globally unique
identifier, such as an AS nunber assigned to B, is one easy way to
achieve that.) Also, Operator A obtains the NS records for Operator
B's externally visible redirection servers. Also, as before, a

di sti ngui shed CDN- Domai n, such as op-b-acq. op-a. net, nmust be assigned
for inter-CDN acquisition.

We assunme DNS is configured in the foll ow ng way:

o0 The CSP is configured to make Operator A the authoritative DNS
server for cdn.csp.com(or to return a CNAME for cdn.csp.comfor
whi ch operator Ais the authoritative DNS server).

o Wien uCDN sees a request best served by dCDN, it returns CNAME and
NS records for "b.cdn.csp.cont', where "b" is the unique identifier
assigned to Operator B. (It may, for exanple, be an AS nunber
assigned to Operator B.)

o dCDN is configured so that a request for "b.cdn.csp.com returns a
delivery node in dCDN
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0]

UCDN is configured so that a request for "op-b-acq.op-a.net”
returns a delivery node in uCDN

Figure 5 depicts the exchange of DNS and HTTP requests. The nain
differences fromFigure 3 are the |ack of HTTP redirection and
transparency to the end-user.

End- User Qperator B Qperator A
| DNS cdn. csp. com | |
|~ >
| | | (1)
| CNAMVE b. cdn. csp. com | |
| NS records for b.cdn.csp.com |
| <---ommmem e I
| DNS b. cdn. csp. com | |
R R TR > |
| _ | (2) |
| I Paddr of B's Delivery Node |
| <o | |
| HTTP cdn. csp. com | |
|- > |
I | (3) I
| | DNS op- b-acq. op- a. net |
| R R >
I I _ | (4)
| | I Paddr of A s Delivery Node
| | <o |
| | HTTP op- b-acq. op- a. net |
| | >|
I | | (5)
I | Dat a I
| | <o |
| Dat a | |
| <o | |

Figure 5. Message Fl ow for DNS-based Redirection

The steps illustrated in the figure are as foll ows:

1

Request Router for QOperator A processes the DNS request for CDN
Domai n cdn. csp. com and recogni zes that the end-user is best
served by another CDN. (This may depend on the |IP address of the
user’s local DNS resolver, or other information discussed bel ow. )
The Request Router returns a DNS CNAME response by "stacking” the
di stinguished identifier for Qperator B onto the original CDN
Domain (e.g., b.cdn.csp.con), plus an NS record that maps
b.cdn.csp.comto B's Request Router.
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2. The end-user does a DNS | ookup using the nodified CDN Donmain
(i.e., b.cdn.csp.com. This causes B's Request Router to respond
with a suitable delivery node.

3. The end-user requests the content fromB s delivery node. The
requested URL contains the nane cdn.csp.com (Note that the
returned CNAME does not affect the URL.) At this point the
delivery node has the correct |IP address of the end-user and can
do an HTTP 302 redirect if the redirections in steps 2 and 3 were
incorrect. Oherwise B verifies that this CDN Domai n bel ongs to
a known peer (so as to avoid being tricked into serving as an
open proxy). It then does a DNS request for an "internal" CDN
Domai n as agreed above (op-b-acq.op-a.net).

4. Operator A recognizes that the DNS request is froma peer CDN
rat her than an end-user (due to the internal CDN Donmin) and so
returns the address of a delivery node in uCDN

5. Operator A serves content to dCDN. Al though not shown, it is at
this point that Operator A processes the rest of the URL: it
extracts information identifying the origin server, validates
that this server has been regi stered, and determ nes the content
provi der that owns the origin server.

The advantages of this approach are that it is nore transparent to

t he end-user and requires fewer round trips than HTTP-based
redirection (inits worst case, i.e., when none of the needed DNS
information is cached). A potential problemis that the upstream CDN
depends on being able to |l earn the correct downstream CDN t hat serves
the end-user fromthe client address in the DNS request. |In standard
DNS operation, uCDN will only obtain the address of the client’s

| ocal DNS resolver (LDNS), which is not guaranteed to be in the sane

network (or geographic region) as the client. [If not-\u002De.g., the
end-user uses a global DNS service-\u002Dt hen the upstream CDN cannot
determ ne the appropriate downstream CDN to serve the end-user. In

this case, and assum ng the uCDN i s capabl e of detecting that
situation, one option is for the upstream CDN to treat the end-user
as it would any user not connected to a peer CDN. Another option is
for the upstream CDN to "fall back™ to a pure HTTP-based redirection
strategy in this case (i.e., use the first nethod). Note that this
probl em affects existing CONs that rely on DNS to determ ne where to
redirect client requests, but the consequences are arguably | ess
serious for CDNI since the LDNS is likely in the same network as the
dCDN serves. One approach to ensuring that the client’s | P address
prefix is correctly determ ned in such situations is described in
[1-D. vander gaast - edns-cl i ent - subnet].
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As with the prior exanple, this exanple partially illustrates the
various interfaces involved in CONI. Operator A could learn

dynami cally from Operator B the set of prefixes or regions that B is
willing and able to serve via the Footprint & Capabilities Interface.

The di stingui shed nane used for acquisition and the identifier for
OQperator B that is prepended to the CON-Domain on redirection are
exanpl es of information elenents that m ght al so be conveyed by CDN
interfaces (or, alternatively, statically configured). As before,
m ni mal nmetadata sufficient to obtain the content is carried "in-
band" as part of the redirection process, and standard HTTP is used
for inter-CDN acquisition. There is no explicit Logging Interface
di scussed in this exanple.

3.5. Dynam c Footprint Discovery Exanple

There coul d be situations where being able to dynam cally di scover
the set of requests that a given dCONis willing and able to serve is
beneficial. For exanple, a CDN m ght at one tine be able to serve a
certain set of client IP prefixes, but that set m ght change over
time due to changes in the topology and routing policies of the IP
network. The follow ng exanple illustrates this capability. W have
chosen the exanpl e of DNS-based redirection, but HTTP-based
redirection could equally well use this approach.

End- User Qperator B Qperator A
| DNS cdn. csp. com | |
LS >
I I | (1)
| | Rl REQ op- b. net |
| | <o |
I I | (2)
| | Rl REPLY |
| | >
I I | (3)
| CNAME b. cdn. csp. com | |
| NS records for b.cdn.csp.com |
| <---cmmmmm e I
| DNS b. cdn. csp. com | |
| > |
I | (2) I
|  Paddr of B's Delivery Node |
| <o | |
| HTTP cdn. csp. com | |
| o > |
I | (3) I
| | DNS op- b-acq. op- a. net |
| | >|
| | | (4)
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| I Paddr of A s Delivery Node

I
I
|
I I | (5)
I
I
I

Figure 6: Message Flow for Dynam c Footprint D scovery

This exanple differs fromthe one in Figure 5 only in the addition of
a CDNI Request Routing Interface Footprint request (step 2) and
correspondi ng response (step 3). The RI REQ could be a nessage such
as "Can you serve clients fromthis IP Prefix?" or it could be
"Provide the list of client IP prefixes you can currently serve". In
ei ther case the response m ght be cached by operator Ato avoid
repeatedly asking the same question. Alternatively, or in addition,
Qperator B may spontaneously advertise to Qperator A information (or
changes) on the set of requests it is willing and able to serve on
behal f of operator A, in that case, Operator B may spontaneously

i ssue RRFRI REPLY nessages that are not in direct response to a
correspondi ng RR/RI REQ nessage. (Note that the issues of
determining the client’s subnet from DNS requests, as descri bed
above, are exactly the sane here as in Section 3.4.)

Once Operator A obtains the Rl response, it is now able to determ ne
that Operator B s CDN is an appropriate dCDN for this request and
therefore a valid candidate dCDN to consider in its Redirection
decision. |If that dCDN is selected, the redirection and serving of
t he request proceeds as before (i.e. in the absence of dynamc
footprint discovery).

3.6. Content Renoval Exanple

The follow ng exanple illustrates how the Control Interface may be
used to achieve pre-positioning of an itemof content in the dCDN
In this exanple, user requests for a particular content, and
correspondi ng redirection of such requests from Qperator Ato
QOperator B CDN, may (or may not) have taken place earlier. Then, at
sonme point in time, the uCDN (for exanple, in response to a
corresponding trigger fromthe Content Provider) uses the Control
Interface to request that content identified by a particular URL be
removed fromdCDN. The following diagramillustrates the operation.

End- User Operator B Operator A
| | Gl purge cdn.csp.cont ... |
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Figure 7. Message Flow for Content Renoval

The Control Interface is used to convey the request from uCDN to dCDN
that sonme previously acquired content should be deleted. The URL in
t he request specifies which content to renove. This exanple
corresponds to a DNS-based redirection scenario such as Section 3. 4.

I f HTTP-based redirection had been used, the URL for renoval woul d be
of the form peer-a.op-b.net/cdn.csp.coni..

The dCDN i s expected to confirmto the uCDN, as illustrated by the C
K nessage, the conpletion of the renoval of the targeted content
fromall the caches in dCDN

3.7. Pre-Positioned Content Acquisition Exanple

The followi ng exanple illustrates how the Control Interface may be
used to pre-position an itemof content in the dCODN. In this
exanpl e, Operator A uses the Metadata Interface to request that
content identified by a particular URL be pre-positioned into
Operator B CDN.

End- User Operator B Operator A
| | Cl pre-position cdn.csp.cont...
| | <o |
I I | (1)

I |C XK I

| | >|

I I I

| | DNS op- b-acq. op- a. net |

| R R >

| | _ | (2)
| | 1 Paddr of A's Delivery Node

| | <o |

| | HTTP op- b-acq. op- a. net |

| R R >

I I | (3)
| | Dat a |

| | <o |

| DNS cdn. csp. com | |
RS >
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I | | (4)
| | Paddr of A's Request Router |

|

|- > |
_ | (6) |

| I Paddr of B's Delivery Node |
| <o | |
| HTTP peer-a. op-b. net/cdn. csp. com |
R R > |
| | (7) |
| Dat a | |
| <o | |

Figure 8. Message Flow for Content Pre-Positioning
The steps illustrated in the figure are as foll ows:

1. Operator A uses the Control Interface to request that Operator B
pre-positions a particular content itemidentified by its URL
Qperator B responds by confirmng that it is willing to perform
this operation.

Steps 2 and 3 are exactly the sane as steps 5 and 6 of Figure 3, only
this time those steps happen as the result of the Pre-positioning
request instead of as the result of a cache m ss.

Steps 4, 5, 6, 7 are exactly the sanme as steps 1, 2, 3, 4 of Figure
3, only this time Qperator B CDN can serve the end-user request

W thout triggering dynam c content acquisition, since the content has
been pre-positioned in dCDN. Note that, depending on dCDN operations
and policies, the content pre-positioned in the dCDON may be pre-
positioned to all, or a subset of, dCDN caches. 1In the latter case,

i ntra- CDN dynam ¢ content acquisition may take place inside the dCDN
serving requests fromcaches on which the content has not been pre-
posi tioni ng; however, such intra-CDN dynam ¢ acqui sition would not

i nvol ve the uCDN
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3.8. Asynchronous CDNI Metadata Exanple

In this section we wal k through a sinple exanple illustrating a
scenari o of asynchronously exchangi ng CONl netadata, where the

downst ream CDN obtains CDNI netadata for content ahead of a
correspondi ng content request. The exanple that follows assunes that
HTTP- based inter-CDN redirection and recursive CDNI request-routing
are used, as in Section 3.3. However, asynchronous exchange of CDN
Metadata is simlarly applicable to DNS-based inter-CDN redirection
and iterative request routing (in which cases the CDNI netadata may
be used at slightly different processing stages of the nessage

flows).

End- User Qperator B Qperator A
I I I
| | CI pre-position (trigger)]
| [ rrnr (D
| | oK I
I I ------------------------ >I(2)
| |M pull REQ |
I I ------------------------ >I(3)
| | M netadata REP | (4)
I I I
| CONTENT REQUEST | |
o >1(9)
| | Rl REQ |
| [ rmnn ()
| | R RESP I
I I ------------------------ >I(7)
| CONTENT REDI RECTI ON | |
[ rr | ®
| CONTENT REQUEST | |
[ === >| (9) I
| | |
| CONTENT DATA | I
| <-mmmmmm - | | (10)

Figure 9: Message Fl ow for Asynchronous CDNI Met adat a
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The steps illustrated in the figure are as foll ows:

1. Operator A uses the Control Interface to trigger to signal the
avai lability of CDNI netadata to Operator B

2. OQperator B acknow edges the receipt of this trigger.

3. Qperator B requests the |latest nmetadata from Operator A using
the Metadata Interface.

4. Qperator Areplies with the requested netadata. This docunent
does not constrain how the CDNl netadata information is actually
represented. For the purposes of this exanple, we assune that
Qperator A provides CDNI netadata to Operator B indicating that:
* this CDONl Metadata is applicable to any content referenced by

some CDN- Domai n.

* this CDNI netadata consists of a distribution policy
requiring enforcement by the delivery node of a specific per-
request authorization nmechanism (e.g. URl signature or token
val i dati on).

5. A Content Request occurs as usual .

6. A CDNI Request Routing Redirection request (RI REQ is issued by
operator A CDN, as discussed in Section 3.3. Qperator B's
request router can access the CDNI Metadata that are relevant to
the requested content and that have been pre-positioned as per
Steps 1-4, which may or may not affect the response.

7. Operator B's request router issues a CDNI Request Routing
Redi rection response (RI RESP) as in Section 3.3.

8. Qperator B perforns content redirection as discussed in
Section 3. 3.

9. On receipt of the Content Request by the end user, the delivery
node detects that previously acquired CONl netadata is
applicable to the requested content. |In accordance with the
specific CDNl netadata of this exanple, the delivery node w !l
i nvoke the appropriate per-request authorization nechani sm
before serving the content. (Details of this authorization are
not shown.)

10. Assum ng successful per-request authorization, serving of

Content Data (possibly preceded by inter-CDN acquisition)
proceeds as in Section 3.3.
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3.9. Synchronous CDNI Metadata Acquisition Exanple

In this section we wal k through a sinple exanple illustrating a
scenari o of synchronous CDNI netadata acquisition, in which the
downst ream CDN obtains CONI netadata for content at the tinme of
handling a first request for the corresponding content. As in the
precedi ng section, this exanple assunes that HTTP-based inter-CDN
redirection and recursive CDNI request-routing are used (as in
Section 3.3), but dynam c CDNI netadata acquisition is applicable to
ot her variations of request routing.

End- User Qperator B OQperator A
I I I
| CONTENT REQUEST | |
[ orrrr e > (D
| | R REQ |
I (2)I< ------------------------ I
I I REQ I
| ()] --mzmmmmm e >
| | RESP |
I I< ------------------------ I(4)
| | R RESP |
| |- >| (5)
| | |
| CONTENT REDI RECTI ON | |
e ()
| CONTENT REQUEST | |
oo 1) |
I I REQ I
| (8)] == -z >
| | RESP |
| | <o | (9)
| | |
| CONTENT DATA i i
| <----mmme e | | (10)

Figure 10: Message Flow for Synchronous CDNI Metadata Acquisition

The steps illustrated in the figure are as foll ows:
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1. A Content Request arrives as nornal
2. A Request Routing Interface request occurs as in the prior
exanpl e.

3. On recei pt of the CDNI Request Routing Request, Operator B's CDN
initiates synchronous acquisition of CONI Metadata that are
needed for routing of the end-user request. W assune the UR
for the a Metadata server is known ahead of tinme through sone
out - of - band neans.

4. On receipt of a CDNI Metadata Request, Operator A's CDN
responds, making the corresponding CONI netadata information
avai l able to Operator B's CON. This netadata is consi dered by
operator B's CDN before responding to the Request Routing
request. (In a sinple case, the netadata could sinply be an
all ow or deny response for this particular request.)

5. Response to the Rl request as nornal

6. Redi rection nmessage is sent to the end user.

7. A delivery node of Operator B receives the end user request.
8. The delivery node triggers dynam c acquisition of additional

CDNI netadata that are needed to process the end-user content
request. Note that there nmay exi st cases where this step need
not happen, for exanple because the netadata were al ready
acqui red previously.

9. Qperator A's CDN responds to the CDNI Mt adata Request and makes
t he corresponding CONI netadata available to Operator B. This
net adata i nfl uence how Operator B's CDN processes the end-user
request .

10. Content is served (possibly preceded by inter-CDN acquisition)
as in Section 3.3.

3.10. Content and Metadata Acquisition with Miultiple Upstream CDNs

A single dCDN nay receive end-user requests fromnultiple uCDNs.
When a dCDN recei ves an end-user request, it nust determ ne the
identity of the uCDN fromwhich it should acquire the requested
content.

Ideal ly, the acquisition path of an end-user request will follow the

redirection path of the request. The dCDN should acquire the content
fromthe sane uCDN which redirected the request.
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4.

Determ ning the acquisition path requires the dCDN to reconstruct the
redirection path based on information in the end-user request. The
met hod for reconstructing the redirection path differs based on the
redi rection approach: HTTP or DNS

Wth HTTP-redirection, the rewitten URI should include sufficient
information for the dCDN to directly or indirectly determ ne the uCDN
when the end-user request is received. The HITP-redirection approach
can be further broken-down based on the howthe URL is rewitten
during redirection: HITP-redirection with or without Site
Aggregation. HITP-redirection with Site Aggregation hides the
identity of the original CSP. HITP-redirection without Site
Aggregation does not attenpt to hide the identity of the original

CSP. Wth both approaches, the rewitten URI includes enough
information to identify the inmedi ate nei ghbor uCDN

Wth DNS-redirection, the dCDN receives the published URI (instead of
arewitten URI) and does not have sufficient information for the
dCDN to identify the appropriate uCDN. The dCDN may narrow the set

of viable uCDNs by exam ning the CDNI netadata fromeach to determ ne
whi ch uCDNs are hosting netadata for the requested content. |If there
is a single uCDN hosting netadata for the requested content, the dCDN
can assune that the request redirection is comng fromthis uCDN and
can acquire content fromthat uCDN. |If there are nmultiple uCDNs
hosti ng netadata for the requested content, the dCDN nay be ready to
trust any of these uCDNs to acquire the content (provided the uCDN is

in a position to serve it). |If the dCDNis not ready to trust any of
these uCDNs, it needs to ensure via out of band arrangenents that,
for a given content, only a single uCDN wi Il ever redirect requests
to the dCDN

Content acquisition may be preceded by content netadata acquisition.
If possible, the acquisition path for nmetadata should also follow the
redirection path. Additionally, we assune netadata is indexed based
on rewitten URIs in the case of HITTP-redirection and is indexed
based on published URIs in the case of DNS-redirection. Thus, the
Request Routing Interface and the Metadata Interface are tightly
coupled in that the result of request routing (a rewitten URI
pointing to the dCDN) serves as an input to netadata | ookup. |[If the
content netadata includes information for acquiring the content, then
the Metadata Interface is also tightly coupled with the acquisition
interface in that the result of the netadata | ookup (an acquisition
URL |ikely hosted by the uCDN) should serve as input to the content
acqui sition.

Main I nterfaces
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Figure 1 illustrates the main interfaces that are in scope for the
CDNI WG, along with several others. The detailed specifications of
these interfaces are left to other documents, but see RFC 6707 and
[I-D.ietf-cdni-requirenents] for sonme discussion of the interfaces.

One interface that is not shown in Figure 1 is the interface between
the user and the CSP. Wiile for the purposes of CDNI that interface
is out of scope, it is worth noting that it does exist and can
provi de useful functions, such as end-to-end perfornmance nonitoring
and some forns of authentication and authori zati on.

There is also an inportant interface between the user and the Request
Routing function of both uCDN and dCDN (shown as the "Request"
Interface in Figure 1). As we saw in sone of the precedi ng exanpl es,
that interface can be used as a way of passing information a subset

of nmetadata such as the mnimuminformation that is required for dCDN
to obtain the content from uCDN

In this section we will provide an overview of the functions
performed by each of the CDNI interfaces and di scuss how they fit
into the overall solution. W also exam ne sonme of the design
tradeof fs, and expl ore several cross-interface concerns. W begin
Wi th an exam nation of one such tradeoff that affects all the
interfaces - the use of in-band or out-of-band comruni cati on.

4. 1. | n- Band versus Qut-of-Band | nterfaces

Before getting to the individual interfaces, we observe that there is
a high-level design choice for each, involving the use of existing

i n-band conmmuni cati on channel s versus defining new out - of - band

i nterfaces.

It is possible that the information needed to carry out various

i nt erconnection functions can be conmuni cat ed bet ween peer CDNs using
exi sting in-band protocols. The use of HITP 302 redirect is an
exanpl e of how certain aspects of request routing can be inplenented
i n-band (enbedded in URIS). Note that using existing in-band
protocols does not inply that the CONI interfaces are null; it is
still necessary to establish the rules (conventions) by which such
protocols are used to inplenent the various interface functions.

There are ot her opportunities for in-band conmmuni cation beyond HTTP
redirects. For exanple, many of the HITP directives used by proxy
servers can al so be used by peer CDNs to informeach other of caching
activity. O these, one that is particularly relevant is the If-

Modi fi ed-Since directive, which is used with the GET nethod to nake
it conditional: if the requested object has not been nodified since
the tinme specified in this field, a copy of the object wll not be

Pet erson & Davi e Expi res February 22, 2014 [ Page 34]



I nternet-Draft CDNI  Fr amewor k August 2013

returned, and instead, a 304 (not nodified) response will be
ret ur ned.

4. 2. Cross I nterface Concerns

Al t hough the CDNI interfaces are |largely independent, there are a set
of conventions practiced consistently across all interfaces. Mst

i nportant anong these is how resources are naned, for exanpm e, how

the Metadata and Control Interfaces identify the set of resources to
which a given directive applies, or the Logging Interface identifies
the set of resources for which a sunmary record applies.

VWiile in the limt the CONI interfaces could explicitly identify
every individual resource, in practice, they nane resource aggregates
(sets of URIs) that are to be treated in a simlar way. For exanple,
URI aggregates can be identified by a CON-Domain (i.e., the FQDN at
the beginning of a URI) or by a URI-Filter (i.e., a regular
expression that matches a subset of URIs contained in sone CDN\
Doman). |In other words, CDN Domains and URI-Filters provide a

uni form nmeans to aggregate sets (and subsets) of URIs for the purpose
of defining the scope for sonme operation in one of the CDN

i nterfaces.

4.3. Request Routing Interface

The Request Routing Interface conprises two parts: the asynchronous
interface used by a dCDN to advertize footprint and capabilities
(denoted FCI) to a uCDN, allowi ng the uCDN to deci de whether to
redirect particular user requests to that dCDN, and the synchronous
interface used by the uCDN to redirect a user request to the dCDN
(denoted RI). (These are sonmewhat anal ogous to the operations of
routing and forwarding in IP.)

As illustrated in Section 3, the RI part of request routing may be
inplemented in part by DNS and HTTP. Nam ng conventions nmay be
establ i shed by which CDN peers communi cate whether a request shoul d
be routed or content served.

We al so note that RI plays a key role in enabling recursive
redirection, as illustrated in Section 3.3. It enables the user to
be redirected to the correct delivery node in dCON with only a single
redirection step (as seen by the user). This may be particularly

val uabl e as the chain of interconnected CDNs increases beyond two
CDNs.

Pet erson & Davi e Expi res February 22, 2014 [ Page 35]



I nternet-Draft CDNI  Fr amewor k August 2013

In support of these redirection requests, it is necessary for CDN
peers to exchange additional information with each other, and this is
the role of the FCI part of request routing. Depending on the

nmet hod(s) supported, this m ght includes

o The operator’s unique id (operator-id) or distinguished CDN Domai n
(oper at or -domai n) ;

0 NS records for the operator’s set of externally visible request
routers;

0 The set of requests the dCDN operator is prepared to serve (e.g. a
set of client IP prefixes or geographic regions that my be served

by dCDN) .

o0 Additional capabilities of the dCDN, such as its ability to
support different CDNI Metadata requests.

Note that the set of requests that dCONis willing to serve could in
some cases be relatively static (e.g., a set of IP prefixes) which
coul d be exchanged off-line, or m ght even be negotiated as part of a
peering agreenent. However, it may al so be nore dynami c, in which
case the exchange supported by FCl woul d be be hel pful. A further

di scussion of the Footprint & Capability Advertisenent Interface can
be found in [I-D.spp-cdni-rr-foot-cap-senmantics].

4.4. Logging Interface

It is necessary for the upstream CDN to have visibility into the
delivery of content that it redirected to a downstream CDN. Thi s
all ows the upstream CDN to properly bill its custonmers for nmultiple
deliveries of content cached by the downstream CDN, as well as to
report accurate traffic statistics to those content providers. This
is one role of the Logging Interface.

O her operational data that may be relevant to CDONl can al so be
exchanged by the Logging Interface. For exanple, dCDN may report the
anmount of content it has acquired from uCDN, and how much cache
storage has been consunmed by content cached on behal f of uCDN
Traffic logs are easily exchanged off-line. For exanple, the
followwng traffic log is a small deviation fromthe Apache log file
format, where entries include the follow ng fields:

o Domain - the full domain nanme of the origin server

o |P address - the | P address of the client nmaking the request
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o Endtime - the ending tine of the transfer

o Tine zone - any tinme zone nodifier for the end tine

o Method - the transfer command itself (e.g., GET, POST, HEAD)
0 URL - the requested URL

o Version - the protocol version, such as HITP/1.0

0 Response - a nuneric response code indicating transfer result
o0 Bytes Sent - the nunber of bytes in the body sent to the client
0 Request ID- a unique identifier for this transfer

o User agent - the user agent, if supplied

o Duration - the duration of the transfer in mlliseconds

o Cached Bytes - the nunber of body bytes served fromthe cache
0 Referrer - the referrer string fromthe client, if supplied

O these, only the Domain field is indirect in the downstream
CDN-\u002Dit is set to the CDN Domai n used by the upstream CDN rat her
than the actual origin server. This field could then used to filter
traffic log entries so only those entries matching the upstream CDN
are reported to the correspondi ng operator. Further discussion of
the Logging Interface can be found in [I-D. bertrand-cdni-|ogging].

One open question is who does the filtering. One option is that the
downstream CDN filters its own | ogs, and passes the rel evant records
directly to each upstream peer. This requires that the downstream
CDN knows the set of CDN Domains that belong to each upstream peer.
If this information is al ready exchanged between peers as part of
another interface, then direct peer-to-peer reporting is
straightforward. If it is not available, and operators do not w sh
to advertise the set of CDN Domains they serve to their peers, then
the second option is for each CDN to send both its non-local traffic
records and the set of CON-Domains it serves to an i ndependent third-
party (i.e., a CDN Exchange), which subsequently filters, nerges, and
distributes traffic records on behalf of each participating CDN
oper at or.

A second open question is howtinely traffic information should be.

For exanple, in addition to off-line traffic |logs, accurate real-tine
traffic nonitoring mght also be useful, but such information

Pet erson & Davi e Expi res February 22, 2014 [ Page 37]



I nternet-Draft CDNI  Fr amewor k August 2013

requires that the downstream CDN i nformthe upstream CDN each tine it
serves upstreamcontent fromits cache. The downstream CDN can do
this, for exanple, by sending a conditional HTTP GET request (If-

Modi fi ed-Since) to the upstream CDN each time it receives an HITP GET
request fromone of its end-users. This allows the upstream CDN to
record that a request has been issued for the purpose of real-tine
traffic nonitoring. The upstream CDN can al so use this information
to validate the traffic logs received |later fromthe downstream CDN

There is obviously a tradeoff between accuracy of such nonitoring and
t he overhead of the downstream CDN having to go back to the upstream
CDN for every request.

Anot her design tradeoff in the Logging Interface is the degree of
aggregation or summarization of data. One situation that |ends
itself to summari zation is the delivery of HITP adaptive stream ng
(HAS), since the large nunber of individual chunk requests
potentially results in large volunmes of |ogging information. This
case is discussed below, but other forns of aggregation may al so be
useful. For exanple, there nmay be situations where bulk netrics such
as bytes delivered per hour may suffice rather than the detail ed per-
request |ogs outlined above. It seens likely that a range of
granularities of logging will be needed along with ways to specify
the type and degree of aggregation required.

4.5. Control Interface

The Control Interface is initially used to bootstrap the other
interfaces. As a sinple exanple, it could be used to provide the
address of the logging server in dCDN to uCDN in order to bootstrap
the Logging Interface. It may also be used, for exanple, to
establish security associations for the other interfaces.

The other role the Control Interface plays is to allow the uCDN to
pre-position, revalidate, or purge netadata and content on a dCDN
These operations, sonetinmes collectively called the trigger
interface, are discussed further in [I-D. nmurray-cdni-triggers].

4.6. Met adata | nterface

The role of the CONI Metadata Interface is to enable CDN
distribution netadata to be conveyed to the downstream CDN by the
upstream CDN. For exanple, see [I-D.ietf-cdni-netadata]. Such

nmet adat a i ncl udes geo- bl ocking restrictions, availability w ndows,
access control policies, and so on. It may also include infornmation
to facilitate acquisition of content by dCDN (e.g., alternate sources
for the content, authorization information needed to acquire the
content fromthe source).
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Sonme distribution netadata nmay be partially enul ated using in-band
mechani snms.  For exanple, in case of any geo-blocking restrictions or
avai lability w ndows, the upstream CDN can elect to redirect a
request to the downstream CDN only if that CDN s advertised delivery
footprint is acceptable for the requested URL. Simlarly, the
request could be forwarded only if the current tine is within the
availability w ndow. However, such approaches typically come with
shortcom ngs such as inability to prevent fromreplay outside the
time window or inability to make use of a downstream CDN that covers
a broader footprint than the geo-bl ocking restrictions.

Simlarly, sone forns of access control nmay al so be perforned on a
per-request basis using HITP directives. For exanple, being able to
respond to a conditional GET request gives the upstream CDN an
opportunity to influence how the downstream CDN delivers its content.
Mninmally, the upstream CDN can invalidate (purge) content previously
cached by the downstream CDN

Fi ne-grain control over how the downstream CDN delivers content on
behal f of the upstream CDN is al so possible. For exanple, by

i ncludi ng the Forwarded HTTP header [I-D.ietf-appsawg-http-forwarded]
with the conditional GET request, the downstream CDN can report the
end-user’s | P address to the upstream CDN, giving it an opportunity
to control whether the downstream CDN should serve the content to
this particular end-user. The upstream CDN woul d conmmuni cate its
directive through its response to the conditional CGET. The

downst ream CDN can cache information for a period of time specified
by the upstream CDN, thereby reducing control overhead, but then
preventing per-request control during the correspondi ng cachi ng
peri od.

Al'l of these in-band techniques serve to illustrate that uCDNs have
the option of enforcing sone of their access control policies

t hensel ves (at the expense of increased inter-CDN signaling |oad),
rat her than del egating enforcenent to dCDNs using the Metadata
Interface. As a consequence, the Metadata Interface could provide a
means for the uCDN to express its desire to retain enforcenent for
itself. For exanple, this m ght be done by including a "check with
me" flag in the netadata associated with certain content. The
real i zati on of such in-band techniques over the various inter-CDN
acquisition protocols (e.g., HITP) requires further investigation and
may require small extensions or semantic changes to the acquisition
pr ot ocol .

4.7. HITP Adaptive Stream ng Concerns

We consi der HITP Adaptive Stream ng (HAS) and the inpact it has on
the CDNI interfaces because | arge objects (e.g., videos) are broken
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into a sequence of small, independent chunks. For each of the
follow ng, a nore thorough discussion, including an overview of the
tradeoffs involved in alternative designs, can be found in

[1-D. brandenbur g- cdni - has] .

First, with respect to Content Acquisition and File Managenent, which
are out-of-scope for the CONI interfaces but nontheless relevant to

t he overal |l operation, we assunme no additional neasures are required
to deal with large nunbers of chunks. This nmeans that the dCDN is
not explicitly made aware of any rel ationship between different
chunks and the dCDN handl es each chunk as if it were an individual
and i ndependent content item The result is that content acquisition
bet ween uCDN and dCDN al so happens on a per-chunk basis. This
approach is in line with the recommendati ons nmade in

[1-D. brandenburg-cdni-has], which also identifies potenti al

i nprovenents in this area that m ght be considered in the future.

Second, with respect to Request Routing, we note that HAS nmani f est
files have the potential to interfere with request routing since

mani fest files contain URLS pointing to the |ocation of content
chunks. To make sure that a manifest file does not hinder CDN
request routing and does not place excessive |oad on CDNI resources,
the use of manifest files could either be limted to those containing
relative URLs or the uCDN could nodify the URLS in the manifest. Qur
approach for dealing with these issues is twdfold. As a mandatory
requi rement, CDNs should be able to handle unnodified manifest files
containing either relative or absolute URLs. To limt the nunber of
redirects, and thus the | oad placed on the CDNI Interfaces, as an
optional feature uCDNs can use the infornmation obtained through the
CNDI Request Routing Redirection Interface to nodify the URLs in the
mani fest file. Since the nodification of the manifest file is an
optional uCDN-internal process, this does not require any

standardi zation effort beyond being able to comuni cate chunk

| ocations in the CDNI Request Routing Redirection Interface.

Third, with respect to the Logging Interface, there are several
potential issues, including the |arge nunber of individual chunk
requests potentially resulting in |arge volunes of | ogging
information, and the desire to correlate |ogging information for
chunk requests that correspond to the sane HAS session. For the
initial CDNI specification, our approach is to expect participating
CDNs to support per-chunk logging (e.g. |ogging each chunk request as
if it were an independent content request) over the CDNI Loggi ng
Interface. Optionally, the Logging Interface may include a Content
Coll ection IDentifier (CCID) and/or a Session IDentifier (SID) as
part of the logging fields, thereby facilitating correlation of per-
chunk 1 ogs into per-session |ogs for applications benefiting from
such session level information (e.g. session-based analytics). This
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approach is in line wwth the recommendati ons nmade in
[1-D. brandenburg-cdni-has], which also identifies potenti al
i nprovenents in this area that m ght be considered in the future.

Fourth, with respect to the Control Interface, and in particular

pur gi ng HAS chunks froma gi ven CDN, our approach is to expect each
CDN supports per-chunk content purge (e.g. purging of chunks as if
they were individual content itens). Optionally, a CDN nay support
content purge on the basis of a "Purge IDentifier (Purge-1D)"

all owi ng the renoval of all chunks related to a given Content
Collection with a single reference. It is possible that this Purge-
I D could be merged with the CClI D di scussed above for HAS Loggi ng, or
alternatively, they may remain distinct.

4.8. URI Rewriting

When using HTTP redirection, content URIs may be rewitten when
redirection takes place within an uCDN, froman uCDN to a dCDN, and
within the dCON. In the case of cascaded CDNs, content URIs may be
rewitten at every CDN hop (e.g., between the uCDN and the dCDN
acting as the transit CDN, and between the transit CDN and the dCDN
serving the request. The content URI used between any uCDN dCDN pair
becones a common handl e that can be referred w thout anbiguity by
both CDNs in all their inter-CDN communi cations. This handle allows
the uCDN and dCDN to correlate information exchanged using ot her CDN
interfaces in both the downstreamdirection (e.g., when using the M)
and the upstreamdirection (e.g., when using the LI).

Consi der the sinple case of a single uCDN dCDN pair using HTTP
redirection. W introduce the following term nology for content URI's
to sinplify the di scussion:

"u-URI" represents a content URI in a request presented to the
uCDN

"ud-URI" is a content URI acting as the common handl e across uCDN
and dCDN for requests redirected by the uCDN to a specific dCDN

"d-URI" represents a content URI in a request made within the
del egat e dCDN

In our sinple pair-w se exanple, the "ud-URI" effectively becones the
handl e that the uCDN dCDN pair use to correlate all CDN information
In particular, for a given pair of CDNs executing the HITP
redirection, the uCDN needs to nap the u-URI to the ud-URl handle for
all M nessage exchanges, while the dCDN needs to map the d-URl to
the ud-URI handle for all LI nessage exchanges.

Pet erson & Davi e Expi res February 22, 2014 [ Page 41]



I nternet-Draft CDNI  Fr amewor k August 2013

In the case of a cascaded CDNs, the transit CONwll re-wite the
content URI when redirecting to the dCDN, thereby establishing a new
handl e between the transit CDN and the dCDN, that is different from
t he handl e between the uCDN and transit CDN. It is the
responsibility of the transit CDN to nanage its mappi ng across
handl es so the right handle for all pairs of CDNs is always used in
its CDNI conmuni cati on.

In summary, all CDNI interfaces between a given pair of CDNs need to
al wvays use the "ud-URI" handle for that specific CDN pair as their
content URI reference.

5. Depl oynent Mbodel s

In this section we describe a nunber of possible depl oynent nodel s
that may be achi eved using the CDNI interfaces described above. W
note that these nodels are by no neans exhaustive, and that many

ot her nodel s nmay be possi bl e.

Al t hough the reference nodel of Figure 1 shows all CDN functions on
each side of the CONI interface, deploynents can rely on entities
that are involved in any subset of these functions, and therefore
only support the relevant subset of CDNI interfaces. As already
noted in Section 3, effective CDNI deploynents can be built w thout
necessarily inplenmenting all the interfaces. Sone exanples of such
depl oynments are shown bel ow.

Note that, while we refer to upstream and downstream CDNs, this
distinction applies to specific content itens and transactions. That
is, a given CDN may be upstream for sone transacti ons and downstream
for others, depending on many factors such as |ocation of the
requesting client and the particul ar piece of content requested.

5.1. Meshed CDNs

Al t hough the reference nodel illustrated in Figure 1 shows a
unidirectional CDN interconnection with a single uCDN and a single
dCDN, any arbitrary CDNI neshing can be built fromthis, such as the
exanpl e nmeshing illustrated in Figure 11. (Support for arbitrary
nmeshing may or may not be in the initial scope for the working group,
but the nodel allows for it.)

/ CDN A \ <==CDNI ===>/ CDN B \
\ / \ /

/\ \\ /\
N \\ N
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CDNI ==CDNI ===\\ CDN
| \\ |
\/ \/ \/
/ CDN C \ ===CDNI ===>/ CDN D \
\ / \ /
I\
| |
CDN
| |
\/
/ CDN E \
\ /
===> CDN interfaces, with right-hand side CDN acting as dCDN
to | eft-hand side CDN
<==> CDN interfaces, with right-hand side CDN acting as dCDN

to left-hand side CDN and with | eft-hand side CDN acti ng
as dCDN to right-hand side CDN

Figure 11: CDNI Depl oynent

5.2. CSP conbi ned with CDN

Note that our term nology refers to functional
a given organi zation may be operating as

or business roles. That is,

Model :

CDN Meshi ng Exanpl

rol es and not

e

econoni c

both a CSP and a fully-fledged uCDN when we consi der the functions

per f or med,
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===> CDN interfaces, with right-hand side CDN acting as dCDN
to |l eft-hand side CDN
**** interfaces outside the scope of CDN

C Control conponent of the CDN

L Loggi ng conponent of the CDN

RR Request Routi ng conponent of the CDN
D Di stribution conponent of the CDN

Figure 12: CDNI Depl oynent Mbdel : Organi zati on conbi ni ng CSP & uCDN
CSP using CDNI Request Routing Interface

As anot her exanple, a content provider organization nay choose to run
its own request routing function as a way to select anong nultiple
candi date CDN providers; In this case the content provider may be
nodel ed as the conbination of a CSP and of a special, restricted case
of a CDN. In that case, as illustrated in Figure 13, the CDN

Request Routing Interfaces can be used between the restricted CDN
operated by the content provider O ganization and the CDN operated by
the full-CDN organi zation acting as a dCDN i n the request routing
control plane. Interfaces outside the scope of the CONl work can be
used between the CSP functional entities of the content provider
organi zation and the CDN operated by the full-CDN organi zati on acti ng
as a uCDN) in the CDNI control planes other than the request routing
plane (i.e. Control, Distribution, Logging).

L S L
# # # #
# Organi zation A # # Organi zation B #
# # # #
B eeeeeoe ol # B oo #
# / CsP \ /' uCDN( RR) \ # #/ dCDN(RR) \ #
# | | | oo | # #l +----+ | #
H | |*****| | RR |::::::::::CDN| :::::>| RR | | H
# | | | +----+ | # RR # | +----+ |  #
# | | \ | # # | |  #
# | I # # |uCDN(C, L, D | #
# | | # #] +----+ |  #
# | | # #1 | C | | #
# | |*******************************| oo o+ | #
4 | # B Ao+ | #
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# I I # #1 | L | | #
# | | # B 4o+ | #
# | | # B 4o+ | #
# I I # #1 | D | | #
# | | # | A---+ | #
#\ / # #\ | #
B aeeeae- # Boooeeee oo #
# # # #
B B

===> CDNI Request Routing Interface
**x* interfaces outside the scope of CDN

Figure 13: CDNI Depl oyment Model: Organization conbining CSP and
partial CDN

5.4. CDN Federations and CDN Exchanges

There are two additional concepts related to, but distinct from CDN
Interconnection. The first is CDN Federation. Qur viewis that CDN
is the nore general concept, involving two or nore CDNs serving
content to each other’s users, while federation inplies a nulti-

| ateral interconnection arrangenent, but other CDN interconnection
agreenents are al so possible (e.g., symetric bilateral, asymetric
bilateral). An inportant conclusion is that CDNl technol ogy shoul d
not presune (or bake in) a particular interconnection agreenment, but
shoul d i nstead be general enough to permt alternative

i nterconnecti on arrangenents to evol ve.

The second concept often used in the context of CDN Federation is CDN
Exchange-\u002Da third party broker or exchange that is used to
facilitate a CDN federation. Qur viewis that a CDN exchange offers
val uabl e machinery to scal e the nunber of CDN operators involved in a
multi-lateral (federated) agreenent, but that this machinery is built
on top of the core CDNI interconnection nechanisns. For exanple, as
illustrated in Figure 14, the exchange m ght aggregate and

redi stribute information about each CDN footprint and capacity, as
well as collect, filter, and re-distribute traffic |logs that each
partici pant needs for interconnection settlenent, but inter-CDN
request routing, inter-CDN content distribution (including inter-CDN
acquisition) and inter-CDN control which fundanentally involve a
direct interaction between an upstream CDN and a downstream

CDN-\ u0OO2Doperate exactly as in a pair-w se peering arrangenent.
Turning to Figure 14, we observe that in this exanple:

o each CDN supports a direct CONI Control Interface to every other
CDN
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<=CDNI RR=> CDNI Request Routing Interface
<=CDNI Me=> CDNI Met adata Interface
<=CDNI C==> CDNI Control Interface
<=CDNI L==> CDNI Loggi ng Interface

Figure 14: CDNl Depl oynent Mddel: CDN Exchange

Note that a CDN exchange may alternatively support a different set of
functionality (e.g. Logging only, or Logging and full request
routing, or all the functionality of a CDN including content
distribution). Al these options are expected to be allowed by the

| ETF CDNI specifications.

6. Trust Mbodel

There are a nunber of trust issues that need to be addressed by a
CDNI solution. Many of themare in fact simlar or identical to
those in a sinple CDN without interconnection. |In a standard CDN
envi ronment (w thout CDNI), the CSP places a degree of trust in a
singl e CDN operator to performmany functions. The CDNis trusted to
deliver content with appropriate quality of experience for the end
user. The CSP trusts the CDN operator not to corrupt or nodify the
content. The CSP often relies on the CDN operator to provide
reliable accounting information regardi ng the volunme of delivered
content. The CSP may al so trust the CDN operator to perform actions
such as tinely invalidation of content and restriction of access to
content based on certain criteria such as |ocation of the user and
time of day, and to enforce per-request authorization performnmed by
the CSP using techniques such as URI signing.

A CSP al so places trust in the CON not to distribute any information
that is confidential to the CSP (e.g., how popul ar a given piece of
content is) or confidential to the end user (e.g., which content has
been wat ched by whi ch user).
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A CSP does not necessarily have to place conplete trust in a CODN. A
CSP will in sone cases take steps to protect its content from

i mproper distribution by a CDN, e.g. by encrypting it and

di stributing keys in sone out of band way. A CSP al so depends on
monitoring (possibly by third parties) and reporting to verify that
the CDN has perfornmed adequately. A CSP nay use techni ques such as
client-based netering to verify that accounting information provided
by the CON is reliable. HITP conditional requests nmay be used to
provide the CSP with some checks on CDN operation. |In other words,
while a CSP may trust a CDN to perform sone functions in the short
term the CSP is able in nost cases to verify whether these actions
have been perforned correctly and to take action (such as noving the
content to a different CDN) if the CDN does not live up to
expect ati ons.

The main trust issue raised by CONI is that it introduces transitive
trust. A CDN that has a direct relationship with a CSP can now
"outsource" the delivery of content to another (downstream CDN

That CDN may in termoutsource delivery to yet another downstream
CDN, and so on.

The top level CDN in such a chain of delegation is responsible for
ensuring that the requirenents of the CSP are net. Failure to do so
is presumably just as serious as in the traditional single CDN case.
Hence, an upstream CDN is essentially trusting a downstream CDN to
performfunctions on its behalf in just the sanme way as a CSP trusts
a single CDN. Monitoring and reporting can simlarly be used to
verify that the downstream CDN has perforned appropriately. However
the introduction of nultiple CDNs in the path between CSP and end
user conplicates the picture. For exanple, third party nonitoring of
CDN performance (or other aspects of operation, such as tinely
invalidation) mght be able to identify the fact that a problem
occurred sonmewhere in the chain but not point to the particular CDN
at fault.

In summary, we assune that an upstream CDN will invest a certain
amount of trust in a downstream CDN, but that it will verify that the
downstream CDN is performng correctly, and take corrective action
(including potentially breaking off its relationship with that CDN)

i f behavior is not correct. W do not expect that the trust

relati onship between a CSP and its "top level™ CONw Il differ
significantly fromthat found today in single CDN situations.
However, it does appear that nore sophisticated tools and techniques
for nmonitoring CDN performance and behavior will be required to
enable the identification of the CODN at fault in a particular
del i very chain.
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We expect that the detailed designs for the specific interfaces for
CODNI will need to take the transitive trust issues into account. For
exanpl e, explicit confirmation that sone action (such as content
renmoval ) has taken place in a downstream CDN may help to mitigate
sone issues of transitive trust.

7. |1 ANA Consi derations
This meno includes no request to | ANA
8. Security Considerations

Wiile there is a variety of security issues introduced by a single
CDN, we are concerned here specifically with the additional issues
that arise when CDNs are interconnected. For exanple, when a single
CDN has the ability to distribute content on behalf of a CSP, there
may be concerns that such content could be distributed to parties who
are not authorized to receive it, and there are nmechani sns to dea

wi th such concerns. Qur focus in this section is on how CDN

i nterconnection introduces new security issues not found in the

si ngl e CDN case.

Many of the security issues that arise in CONl are related to the
transitivity of trust (or lack thereof) described in Section 6. As
not ed above, the design of the various interfaces for CDNI nust take
account of the additional risks posed by the fact that a CON with
whom a CSP has no direct relationship is now potentially distributing
content for that CSP. The nechanisns used to mitigate these risks
may be simlar to those used in the single CDN case, but their
suitability in this nore conpl ex environnment nust be vali dated.

Anot her concern that arises in any CDN is that information about the
behavi or of users (what content they access, how nuch content they
consune, etc.) may be gathered by the CON. This risk certainly
exists in inter-connected CDNs, but it should be possible to apply
the sane techniques to mtigate it as in the single CDN case.

CDNs today offer a variety of neans to control access to content,
such as tine-of-day restrictions, geo-blocking, and UR signing.
These nechani sns nust continue to function in CDNI environnents, and
this consideration is likely to affect the design of certain CDN
interfaces (e.g. netadata, request routing.)

Just as with a single CDN, each peer CDN nust ensure that it is not
used as an "open proxy" to deliver content on behalf of a malicious
CSP. \Whereas a single CDN typically addresses this problem by having
CSPs explicitly register content (or origin servers) that is to be
served, sinply propagating this information to peer downstream CDNs
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may be problematic because it reveals nore information than the
upstream CDN is willing to specify. (To this end, the content
acquisition step in the earlier exanples force the dCDN to retrieve
content fromthe uCDN rather than go directly to the origin server.)

There are several approaches to this problem One is for the uCDNto
encoded a signed token generated froma shared secret in each URL
routed to a dCDN, and for the dCDN to validate the request based on
this token. Another one is to have each upstream CDN advertise the
set of CDN Domai ns they serve, where the downstream CDN checks each
request against this set before caching and delivering the associ ated
object. Although straightforward, this approach requires operators
to reveal additional information, which may or may not be an issue.

8.1. Security of CDNI Interfaces

It is noted in [I-Dietf-cdni-requirenents] that all CDNI interfaces
must be able to operate securely over insecure |IP networks. Since it
is expected that the CONI interfaces will be inplenented using

exi sting application protocols such as HITP or XMPP, we al so expect
that the security mechani sns available to those protocols may be used
by the CONI interfaces. Details of how these interfaces are secured
W ll be specified in the relevant interface docunents.

8.2. Digital R ghts Managenent
| ssues of digital rights managenent (DRM al so sonetines called
digital restrictions managenent) is often enployed for content
distributed via CDNs. |In general, DRMrelies on the CDN to
distribute encrypted content, wth decryption keys distributed to
users by sone other neans (e.g. directly fromthe CSP to the end
user.) For this reason, DRMis considered out of scope for the CDN
WG RFC 6707 and does not introduce additional security issues for
CDNI .
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