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Abstract

Thi s docunent ainms to enrich DOIS Signaling with various telenetry
attributes allow ng optimal DDoS/ DoS attack mitigation. The nature
of the DOTS architecture is to allow DOTS Agents to be integrated in
hi ghly diverse environnents. Therefore, the DOIS architecture

i nposes a significant challenge in delivering optinmal mtigation
services. The DOTS Tel enetry covered in this docunent ainms to
provide all needed attributes and feedback signal ed from DOTS Agents
such that optimal mtigation services can be delivered based on DOTS
Si gnal i ng.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on May 3, 2017.

Doron, et al. Expires May 3, 2017 [ Page 1]



| nt er net - Draf t

Copyright No

Copyri ght
docurment authors. Al rights reserved.

tice

(c) 2016 I ETF Trust and the persons identified as the

This docunent is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents

careful ly,

to this docunent. Code Conponents extracted fromthis docunent
include Sinplified BSD License text as described in Section 4.e
t he Trust
described in the Sinplified BSD License.

Legal Provisions and are provided w thout warranty as

Tabl e of Contents

DOTS Tel enetry Cct ober 2016

as they describe your rights and restrictions with respect

nmust
of

1. Introduction . . 3
1.1. Requirenents Language . 4
1.2. Definition of Terns . G 4

2. Using the DOTS tel enetry for a successful mtigation 4

3. DOTS Telenetry attributes . . . 8
3.1. Pre- nltlgatlon DOTS Telenetry attrlbutes 9

3.1.1. "Normal Baselines" of legitimate traffic 9
3.1.2 "Total Attack Traffic vol unme"” 9
3.1.3. "Attack Details" . . 9
3.1.4. "Total pipe capaC|ty . 10
3.1.5. List of already ' Authentlcated source IPs .o 10
3.2. dient to Server Mtigation Status DOTS Telenetry
attributes . e 10
3.2.1. Current "Total trafflc volunes" 11
3.2. 2. CUrrent "Total Attack Traffic" 11
3.2.3. "Mtigation Efficacy Factor" 11
3.2.4. "Attack Details" . . . 11
3.3. Server to dient Nltlgatlon Status DOTS Telenetry
attributes . . 11
3.3.1. Current "Nltlgatlon Cbunterneasure status" 11

4. DOTS Tel enetry Use-cases . 12
4.1. Hybrid anti-DoS services use-case . 12
4.2. WNMSP to MSP anti-DoS services use-case . 13

5. Acknow edgenents . . 13

6. | ANA Consi derations . 13

7. Security Considerations . 13

8. References . 13
8.1. Normative Rbferences 13
8.2. Informative References 13

Aut hors’ Addresses 14

Doron, et al. Expires May 3, 2017 [ Page 2]



I nternet-Draft DOTS Tel enetry Cct ober 2016

1

I nt roducti on

The DOTS signaling architecture (see [I-D.ietf-dots-architecture]) is
designed to allow anti-DoS services for a vast nunber of networking,
security and operational scenarios ainmed to operate in diverse
environnents. This is a nulti-dinensional challenge DOTS needs to
meet in order to provide all the signaling requirenents as derived
from each environnent’s uni que characteristics. The DOTS Cient can
be integrated within various elenments with large diversity on their
security capabilities. In a sinple use case, the DOTS Cient can be
integrated in entities with a very basic understandi ng of the current
security conditions, for exanple a custoner portal with a user that
is just realizing that sonething is "going wong" wth his service
but is not aware of the mmin cause of the service degradation. Here,
the DOTS Cient can basically signal the need for mtigation along
with its identification attributes. |In a nore advanced use case, the
DOTS Cdient can be integrated within DDoS/ DoS attack mtigators (and
their control and managenent environnments) or network and security

el enents that have been actively engaged with ongoing attacks. The
DOTS Cient mtigation environment determnes that it is no |onger
possi bl e or practical for it to handle these attacks. This can be
due to lack of resources or security capabilities, as derived from
the conplexities and the intensity of these attacks. In this
circunstance the DOTS Cient has inval uabl e knowl edge about the
actual attacks that need to be handled by the DOTS Server. By
enabling the DOTS Client to share this conprehensive know edge of an
ongoi ng attack, the DOTS Server can dramatically increase its
abilities to acconplish successful mtigation. While the attack is
bei ng handl ed by the DOIS Server associated mtigation resources, the
DOTS Server has the know edge about the ongoing attack mtigation.
The DOTS Server can share this information with the DOTS Cient so
that the Cient can better conprehend and eval uate the actual
mtigation realized. Both DOTS Cient and DOTS Server can benefit
this information by presenting various information in rel evant
managenent, reporting and portal systens.

"DOTS Telenetry” is defined as the collection of attributes
characterizing the actual attacks that have been detected and
mtigated. The DOTS Telenetry is an optional set of attributes that
can be signaled in the various DOTS protocol nessages. The DOTS

Tel enmetry can be optionally sent fromthe DOTS Client to Server and
Vi ce versa.

This docunent ainms to define all the required DOTS Tel enetry
attributes in order to use DOTS Signal and Data Channel s for DOTS
Telenetry signaling. Due to the diversity of environnments DOTS
Agents are designed to be integrated within, the DOTS Tel enetry
attributes (all of themas a whole, or sone of them are not
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mandatory fields in any type of DOIS protocol nessage. Neverthel ess,
when DOTS Tel enetry attributes are available to the DOTS Agent it MNAY
signal the attributes in order to optim ze the overall service
provi si oned using DOTS. Oher basic mninmmset of DOIS nandatory
signaling attributes (like "targeted entity", Targeted |IP address and
so on), that are covered in other DOIS docunents, are not reiterated
in this docunment. No assunption is made regarding the DOTS

Tel emetry’ s actual collection nethodol ogy.

The docunent is divided into three logical parts: The first outlines
the need for DOTS Tel enetry. The second covers the actual telenetry
attri butes needed for providing conprehensive mtigation services.
The third describes the telenetry attributes needed for each of the
DOTS Signaling stages. Several typical use cases are al so discussed
in detail.

1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Definition of Terns

Thi s document uses the various terns defined in DOTS reuirenents
docunent, see [I-D.ietf-dots-requirenents].

Using the DOTS telenmetry for a successful mtigation

The cyber security battle between the adversary and security
counternmeasures is an everlasting fight. The DoS/ DDoS attacks have
becone nore vicious and sophisticated in alnost all aspects of their
maneuvers and nmal evol ent intentions. |T organizations and service
provi ders are facing DoS/ DDoS attacks that fall into two broad
categories: Network/ Transport |ayer attacks and Application |ayer
attacks. Network/Transport |ayer attacks target the victims
infrastructure. These attacks are not necessarily ained at taking
down the actual delivered services, but rather to elimnate various
network el enents (routers, switches, FW transit |links, and so on)
fromserving legitimate user traffic. Here the main nmethod of the
attackers is to send a |large volune or high PPS of traffic toward the
victims infrastructure. Attack volunmes may vary froma few 100
Mops/ PPS to 100s of CGbps or even Thps. Attacks are commonly carried
out | everaging botnets and attack reflectors for anplification
attacks, such as NTP, DNS, SNMP, SSDP, and so on. Application |ayer
attacks target various applications. Typical exanples include
attacks against HTTP/HTTPS, DNS, SIP, SMIP, and so on. However, al
valid applications with their ports open at network edges can be
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attractive attack targets. Application |ayer attacks are considered
nore conplex and hard to categorize, therefore harder to detect and
mtigate efficiently.

To conpound the problem attackers also | everage nulti-vectored
attacks. These nercil ess attacks are assenbl ed fromdynam c attack
vectors (Network/ Application) and tactics. Here, nultiple attack
vectors fornmed by nmultiple attack types and vol unes are | aunched
simul taneously towards the victim Milti-vector attacks are harder
to detect and defend. Muiltiple and simnmultaneous mtigation

techni ques are needed to defeat such attack canmpaigns. It is also
common for attackers to change attack vectors only nonents after a
successful mtigation, burdening their opponents with changing their
def ense net hods.

The ultimate conclusion derived fromthese real-life scenarios is
that nodern attacks detection and mtigation are nost certainly
conplicated and highly convol uted tasks. They demand a conprehensive
know edge of the attack attributes, the targeted nornmal behavior/
traffic patterns, as well as the attacker’s on-going and past

actions. Even nore challenging, retrieving all the anal ytics needed
for detecting these attacks is not sinple to obtain with the

i ndustry’s current capabilities.

Wth all this in mnd, when signaling a mtigation request, it is
nost certainly beneficial for the DOTS Client to signal to the DOTS
Server any know edge regardi ng ongoi ng attacks. This can happen in
cases where DOTS Cients are asking the DOTS Server for support in
def endi ng agai nst attacks that they have already detected and/or
mtigated. These actions taken by DOTS Agent are referred to as
"signaling the DOTS Telenetry". |If attacks are already detected and
categorized, the DOTS Server, and his associated mtigation services,
can proactively benefit this information and optim ze the overal
service delivered. It is inportant to note that DOTS Cient and
Server detection and mtigation approaches can be different, and can
potentially outconme different results and attack classifications.
Therefore, the DDOS mtigation service nust treat the ongoing attack
details fromthe Cient as hints, and cannot conpletely rely or trust
the attack details conveyed by the DOIS client. Nevertheless, the
DOTS Tel enetry shoul d support the identification of such m salignnent
condi ti ons.

A basic requirenent of security operation teans is to be aware and
get visibility into the attacks they need to handle. The DOTS Server
security operation teans benefit fromthe DOIS Tel enetry, especially
fromthe reports of ongoing attacks. They use the DOTS Tel enetry to
be prepared for attack mtigation and to assign the correct resources
(operation staff, networking and mtigation) for the specific
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service. Simlarly, security operation personnel at the DOTS C i ent
side ask for feedback about their requests for protection.

Therefore, it is valuable for the DOTS Server to share DOIS Tel enetry
with the DOTS Cient. Thus nutual sharing of information is crucial
for "closing the mtigation | oop" between the Cient and Server. For
the Server side teans, it is inportant to realize that "the sane
attacks that | am seeing are those that nmy client is asking ne to
mtigate?." For the Client side, it is inportant to realize that the
Clients receive the required service. For exanple: understanding
that "I asked for mtigation of two attacks and ny Server detects and
mtigates only one..." Cases of inconsistency in attack
classification between DOTS Client and Server can be high-1|ighted,
and maybe handl ed, using the DOTS Tel enetry various attributes.

In addition, nmanagenent and orchestration systens, at both Cient and
Server side, can potentially use DOTS Telenetry as a feedback to
automate various control and managenent activities derived from
ongoi ng i nformation signal ed.

Shoul d the DOTS Server’s mitigation resources have the capabilities
to facilitate the DOIS Tel enetry, the Server adopts its protection
strategy and activates the required counterneasures i mediately. The
overall results of this adoption are optim zed attack mtigation
deci si ons and acti ons.

The DOTS Tel enetry can al so be used to tune the mtigators with the
correct state of the attack. During the |last few years, DDoS/ DoS
attack detection technol ogi es have evol ved fromthreshol d- based
detection (that is, cases when all or specific parts of traffic cross
a pre-defined threshold for a certain period of tinme is considered as
an attack) to an "anomaly detection"” approach. |In anomaly detection,
the main idea is to maintain rigorous |earning of "normal" behavior
and where an "anomaly" (or an attack) is identified and categori zed
based on the know edge about the normal behavior and a deviation from
this normal behavior. Machine | earning approaches are used such that
the actual "traffic thresholds" are "automatically cal cul ated” by

| earning the protected entity normal traffic behavior during peace
time. The normal traffic characterization |learned is referred to as
the "normal traffic baseline”. An attack is detected when the
victims actual traffic is deviating fromthis nornmal baseline.

In addition, the subsequent activities toward mtigating the attack
are much nore challenging. The ability to distinguish legitimte
traffic fromattacker traffic on a per packet basis is conplex. This
conplexity originates in the fact that the packet itself may | ook
"legitimate"” and no attack signature can be identified. The anonaly
can be identified only after detailed statistical analysis. DDoS/ DoS
attack mtigators use the normal baseline during the actual
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mtigation of an attack to identify and categorize the expected
appearance of a specific traffic pattern. Particularly the
mtigators use the nornmal baseline to recognize the "l evel of
normal i ty" needs to be achieved during the various mtigation
process.

Nor mal baseline calculation is performed based on continuous | earning
of the normal behavior of the protected entities. The m ninmm

| earning period varies fromhours to days and even weeks, dependi ng
on the protected application behavior. The baseline cannot be

| earned during active attacks because attack conditions do not
characterize the protected entities’ normal behavior.

If the DOTS Cient has cal culated the normal baseline of its
protected entities, signaling this attribute to the DOIS Server al ong
with the attack traffic levels is significantly valuable. The DOTS
Server benefits fromthis telenetry by tuning its mtigation
resources with the DOTS Client’s nornmal baseline. The mtigators use
the baseline to famliarize thenselves with the attack victinms

nor mal behavior and target the baseline as the level of normality
they need to achieve. Consequently, the overall mtigation

per formances obtained are dramatically inproved in ternms of tine to
mtigate, accuracy, false-negative, false-positive, and other
measures. Mtigation of attacks w thout having certain know edge of
normal traffic can be inaccurate at best. This is especially true
for DOTS environments where it is assuned that there is no universal
DDoS attack scale threshold triggering an attack across

adm nistrative domains (see [I-D.ietf-dots-architecture]). In
addition, the highly diverse types of use-cases where DOIS Cients
are integrated al so enphasi ze the need for know edge of Cient
behavi or. Consequently, common gl obal thresholds for attacks
detection practically cannot be realized. Each client can have his
own |evels of traffic and normal behavior. Wthout facilitate
baseline signaling, it can be very difficult for Server to detect and
mtigate the attacks accurately. It is inportant to enphasize that

it is practically inpossible for the Server’s mtigators to calcul ate
t he normal baseline, in cases they do not have any know edge of the
traffic beforehand. In addition, baseline |earning requires a period
of time that cannot be afforded during active attack.

As nentioned above, the task of isolating legitimte from attacker
traffic is extrenmely difficult to achieve. A comon nmechani smt hat
DDoS/ DoS mtigators use to achieve such a distinctionis to

aut henticate source |IP addresses that send traffic towards protected
entities. The source |IP address can be authenticated as legitimte
or as a malicious BOT. Traffic froma BOT can be discarded or can be
rate-limted. Authentication can be perforned using various

t echni ques; actively sending various chall enges towards source IP
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addresses is a common nethod. SYN Cooki es, CAPTCHA, cryptographic
puzzl e and others are exanples of chall enge-response tests used by
mtigators to determ ne whether the user is legitimate or a BOT.

Most certainly, building a list of authenticated source |IP addresses
is a task that consunes resources and takes a |long period of tinme to
construct. |If the DOTS Cient has already built a |ist of

aut henticated | P addresses, the DOTS Server can use this list to
safely serve these | P addresses w thout any further need to re-
authenticate them It is inportant to nmention that "authenticated

| Ps* are different fromIP addresses in a "white list". This is
mai nl y because the authenticated | Ps addresses are not predefined and
are not known upfront to the DOTS Agents. In addition, a source |IP

address is treated as an authenticated |IP address for a limted
period of tine.

During a high volune attack, DOTS Cient pipes can be totally
saturated. The COient asks the Server to handle the attack upstream
so that DOTS Cient pipes return to a reasonable load level. At this
point, it is essential to ensure that the DOTS Server does not
overwhel mthe DOTS Cient pipes by sending back "clean traffic", or

what it believes is "clean". This can happen when the Server has not
managed to detect and mtigate all the attacks | aunched towards the
Client. In this case, it can be valuable to Cients to signal to

Server the "Total pipe capacity", which is the level of traffic the
Cients can absorb fromthe upstream Server. Dynam c updating of the
condition of pipes between DOTS Agents while they are under a DDoS
attack is essentially. For exanple, for cases of multiple DOTS
Cients share the same physical connectivity pipes. It is inportant
to note, that the term "pipe" noted here does not necessary represent
physi cal pipe, but rather represents the current |evel of traffic
Client can observe from Server. The Server should activate other
mechani snms to ensure it does not saturate the Cient’s pipes
unintentionally. The Rate Limter can be a reasonabl e candidate to
achieve this objective; the Cient can ask for the type of traffic
(such as 1CVMP, UDP, TCP port 80) it prefers tolimt.

To summarize, tinmely and effective signaling of up-to-date DOTS
telemetry to all elenments involved in the mtigation process is
essential and absolutely inproves the overall service effectiveness.
Bi -directional feedback between DOTS el enents is required for the

i ncreased awareness of each party, supporting superior and highly
efficient attack mtigation service.

3. DOTS Telenetry attributes
This section outlines the set of DOIS Tel enmetry attributes. The

ultimte objective of these attributes is to allow for the conplete
know edge of attacks and the various particulars that can best
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characterize attacks. This section presents the attributes required
for each stage of the DOIS Signaling protocol (see
[1-D.reddy-dots-signal -channel] and

[1-D. ni shizuka-dots-inter-domai n-nmechanism). Oher way of using
telenmetry attributes is allow ng DOTS Server to receive relevant DOTS
Tel enetry before the actual attacks are |aunched using the DOTS Data
Channel [1-D.reddy-dots-signal-channel].

The description and notivation behind each attribute were presented
in previous sections in this docunent. The data nodel and the actual
integration within the DOTS Protocol are out of scope of this
docunent. It is expected that the followng attributes wll be
covered in any of the DOTS Protocol and DOTS Data Mdel standards.

As expl ained in previous sections, the DOTS Telenetry attributes are
optionally signaled and therefore SHOULD NOT be treated as mandatory
fields in any DOTS protocol nessages.

3.1. Pre-mtigation DOTS Telenetry attributes

The Pre-mitigation telenetry attri butes MAY be signaled fromthe DOTS
Client to the DOTS Server as part of the initiation of a DOIS service
request or during peace tinme using the DOIS Data Channel. Can be
signaled during a "Mtigation Request" (see also

[I-D. nishizuka-dots-inter-domai n-nmechani sm) session, or as part of
the "POST request” DOTS Signal (see also
[1-D.reddy-dots-signal-channel]). The following attributes are
required:

3.1.1. "Normal Baselines" of legitimate traffic

Average, x percentile and peak values of "Total traffic nornma
basel ines". PPS and BPS of the traffic are required.

[[EDI TOR S NOTE: W request feedback fromthe working group about
possi bl e types of baselines to be signaled.]]

3.1.2. "Total Attack Traffic vol une"

Current and peak values of "Total attack traffic". PPS and BPS of
attack traffic are required.

3.1.3. "Attack Detail s"

Various information and details that describe the on-going attacks
that need to be mtigated by the DOTS Server. The Attack Details
need to cover well-known and conmon attacks (such as a SYN Fl ood)

al ong wth new energing or vendor-specific attacks. The following is
a suggestion for the required fields in the Attack Details (this
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definition follows the CEF Common Event Fornul a event definition, see
also [CEF] for nore description):

Vendor | Version| Attack IDl Attack Nane| Attack Severity| Extension

Where Extension is a placeholder for additional fields. Exanples for
such fields are: Attack Cassification, for exanple UDP port 80,
Layer 7 attack signature - Regex with Layer 7 attack signatures.
These can be defined as rel evant key value pairs. Comon and wel | -
known attack I Ds SHOULD be standardi zed, and the vendor-specific |IDs
SHOULD be specifically defined by each vendor.

The DOTS server should only treat the attack details as hints, and
not as a strict attribute to conply to. Please see requirenent
OP-004 in [I-D.ietf-dots-requirenents].

[[EDITOR S NOTE: W request feedback fromthe working group about
possi bl e alternatives for presenting "Attack Details" and vari ous
characteristics of attacks.]]

3.1.4. "Total pipe capacity”

The Iimt of traffic volunme, in BPS and PPS. The DOTS Server SHALL
elimnate sending this back as clean traffic. This attribute
represents the DOIS Client’'s pipe limts.

3.1.5. List of already "Authenticated source |Ps"

Li st of source IP addresses that the DOTS Cient has already
identified as authenticated | P addresses.

[[EDITOR S NOTE: W request feedback fromthe working group about the
way to support this kind of IP address |ist under various NAT
strategies deployed in the Cient’s network. The sane support is
required for "white lists" and "black lists" referred to in several
DOTS drafts, see [|-D.reddy-dots-data-channel].]]

3.2. dient to Server Mtigation Status DOTS Tel enetry attri butes

The Mtigation Status telenetry attributes MAY be signaled fromthe
DOTS Cdient to the DOTS Server as part of the periodic mtigation
status update as realized by the Server. This can be signaled during
"Mtigation Efficacy Update" (see also

[1-D. ni shizuka-dot s-inter-domai n- mechani sm session, or as part of
the - "PUT request” DOTS signal (see also

[1-D. reddy-dots-signal -channel]).

The follow ng attributes are required:
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3.2.1. Current "Total traffic vol unes"
Current values of the total traffic, in BPS and PPS, that arrive at
the DOTS Client sites. |In addition, the Peak and x percentile of
traffic, in BPS and PPS, MAY al so be signal ed.

3.2.2. Current "Total Attack Traffic"

The total attack traffic volume, bps and pps, that the DOIS Ci ent

still sees during the active mtigation service. |In addition, the
Peak and x percentile of traffic, in BPS and PPS, MAY al so be
si gnal ed.

3.2.3. "Mtigation Efficacy Factor”

A factor defining the overall Mtigation Efficacy fromthe dient
perspective. By way of suggestion, the Mtigation Efficacy Factor
can be defined as the current clean traffic ratio to the norma
baseline. Network and Application Performance Mnitoring attributes
can al so be consi dered here.

3.2.4. "Attack Detail s"

The overall attack details as observed fromthe DOTS O ient
perspective. The sane data nodels that will be defined for the Pre-
mtigation DOTS Tel enetry can al so be applicable here.

3.3. Server to Cient Mtigation Status DOTS Tel emetry attri butes

The Mtigation Status telenetry attributes MAY be signaled fromthe
DOTS Server to the DOTS Client as part of the periodic mtigation
status update. This can be signaled during "Mtigation Status" (see
al so [I-D. ni shi zuka-dot s-i nt er-domai n- nechani sm session, or as part
of the "GET request” DOTS Signal (see also

[I-D. reddy-dots-signal -channel]).

The follow ng attributes are required:
3.3.1. Current "Mtigation Counterneasure status"”

As defined in [I-D.ietf-dots-requirenents], the actual mtigation
activities can include several counterneasure nechanisns. The DOTS
Server SHOULD signal the current operational status to each rel evant
counterneasure. For exanple: Layer 4 mitigation active/inactive,
Layer 7 mtigation active/inactive, and so on. In addition to the
status of each counterneasure, the DOIS Server SHOULD al so signal: A
list of attacks detected by each counterneasure, and the statistics
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for each counternmeasure: Nunmber of bytes/packets for each attack
handl ed, clean traffic volunmes, dropped traffic.

It is inportant to maintain the Attackl D anong all DOTS
communi cations. The DOTS Cient can further use this information for
reporting and service fulfillnment purposes.

4. DOTS Tel enetry Use-cases

DOTS Tel enetry can certainly inprove nunerous DOTS Signaling use
cases. Nevertheless, DOIS Telenetry can be nost beneficial when
dealing with relatively conplex use cases where the DOTS Cient is
integrated into environnents wth advanced detection and mtigation
abilities. In this section, typical use-cases are presented.
However, this list of use cases does not elim nate many ot her
scenari os, where the DOTS Telenetry is the pivot in bringing in

val uabl e use cases. It is expected that the DOTS Tel enetry notions
wll be added to the DOTS use cases [I-D.ietf-dots-use-cases]
documant .

4.1. Hybrid anti-DoS services use-case

In this comobn use case, a |large enterprise depl oys DDoS/ DoS
mtigators as "in-line" devices on all the enterprise Internet peers.
The enterprise’s security and operations teans are aware that in
cases of a large volune of attacks their Internet |inks can get
saturated. Therefore, having "in-line" mtigation devices depl oyed
will not help themin maintaining the service |evel that their

organi zation nust maintain. In addition, they understand that they
are not capable of operating all the required actions to mtigate

mul ti-vector attacks. For these solid reasons, the enterprise IT
deci des to purchase MSP (Managed Security Services) for "on demand"
DDoS/ DoS mtigation services froma MSP C oud provider. As part of
the anti-DoS service delivery, the enterprise and the MSP C oud

provi der have agreed to the required SLA. Al so, they deploy a DOIS
Cient at the enterprise prem ses and the DOTS Server at the MSP
cloud. During peace tine, the enterprise mtigators build the
enterprise protected service’'s normal baseline. |In cases of attacks
that can be mtigated "on-prent, the enterprise is able to deal wth
the attack with its own resources. Should the attack becone a | arge
vol une attack and or al so becone nulti-vector, the Internet |inks of
t he organi zation, or even the mtigator links, get saturated. The
DOTS Cient signals the need for aid in mtigating the on-going
attacks fromthe MSP s DOTS Server. In order to fulfil his SLA the
MSP uses the DOTS Telenetry it received fromthe Cient to assign the
adequate mtigation resources, tune the mtigators with the nornal
basel i ne, assign the appropriate personnel to handle the enterprise
attacks, and so forth. The enterprise’s security and operations team
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uses the DOTS Telenetry they received fromtheir DOTS Client to get
visibility into the actual mtigation perfornmed "on the cloud" and
makes sure the service is fulfilled as expect ed.

4. 2. MBP to MSP anti - DoS servi ces use-case

This use case can be treated as a continuation of the previous use
case. The MSP O oud provider operation teamrealizes that they have
some serious difficulties at their data centers and they are no

| onger capable of serving the enterprise attacks. A back-to-back
DOTS Gateway is inplenented at the MSP Cloud to allow redirection of
the attack to another MSP C oud provider for the purpose of attack
mtigation. The sanme processes for using DOTS Tel enetry are taken
here to ensure continuous service delivery. The sane is true for
visibility into the actual service provided to the enterprise and to
the primary MSP O oud provider.
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